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8 COVERSTORY

By Jeanne Feldkamp, Deb McDonald, Kay Kerr,
and Tom Kolnowski

As server virtualization continues to transform the
data center, enterprises have some critical decisions
to make. How will they migrate to a fully virtualized
environment? How should the IT infrastructure be
onfigured for maximum business benefit? Dell

s partnering with other industry leaders to build

a flexible, industry-standard approach that helps
simplify the transition.

16 BEST PRACTICES

By Ranjith Purush, Sitha Bhagvat, Ryan Weldon,
Brent Douglas, and David Schmidt

Microsoft® Hyper-V" technology provides a simplified
virtualization platform integrated directly into the Microsoft
Windows Server® 2008 OS. This article provides an introduction
to Hyper-V virtualization, discusses the overall architecture and
underlying technologies, and offers guidance on best practices
for deployment on Dell” PowerEdge™ servers.
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ADVANCING END-USER
PRODUCTIVITY WITH
CENTRALIZED CONTROL

By Jeremy Ford and Roberto Ayala

Supporting an increasingly distributed
workforce can be a huge drain on IT
resources. By enabling a customized end-
user experience with server-based control
of data, settings, and applications, the
Dell Flexible Computing Solutions suite
of products and services is designed to
simplify management, enhance security,
and lower total cost of ownership.

WITH
DELL POWER
SOLUTIONS
DIGITAL EDITION

Experience your information, your way—
now online in eco-friendly, searchable
magazine format. Dell Power Solutions
Digital Edition offers a comprehensive

IT library at your fingertips with maximum
mobility: bookmark, forward, and print
articles; zoom in and out on any part of
the publication; and link directly to related

resources. For instant accessibility, visit
powersolutionsdigital.dell.com.
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EDITOR’S COMMENTS
Get Green: Go Digital
By Tom Kolnowski

FEATURE SECTION

VIRTUALIZATION
AND FLEXIBLE COMPUTING

Highly Available Virtualization

with Microsoft Hyper-V and SCVMM 2008

By Ray Weinstein and Burk Buechler

Combining Microsoft Hyper-V technology with Microsoft
System Center Virtual Machine Manager (SCVMM)

2008 on Dell platforms can help organizations create
highly available virtualized systems while enabling
simplified management, dynamic performance, workload
optimization, and reduced costs.

Dell Precision R5400 Rack Workstations

Offer Powerful Performance and Secure

Remote Access

By Richard Thwaites

The Dell Precision™ R5400 rack workstation and optional
Dell FX100 remote access device enable secure access
to applications and data with outstanding performance
for an increasingly mobile workforce.

Extending Benefits of Virtual Remote Desktops
Using VMware and Dell EqualLogic SANs

By Timothy Sherbak and Cris Banson

Virtual Remote Desktop solutions based on VMware®
Virtual Desktop Infrastructure and virtualized Dell
EqualLogic™ Internet SCSI (iSCSI) storage area networks
(SANSs) can help reduce the traditional cost and
complexity of managing physical laptops, desktops,

and workstations.

How Dell EqualLogic Auto-Snapshot
Manager/VMware Edition Helps Protect

Virtual Environments

By Andrew Gilman and William Urban

Dell EqualLogic Auto-Snapshot Manager/VMware Edition
enables administrators to quickly and easily create
hypervisor-aware snapshots of virtual machines—helping
simplify data management, enhance scalability of

data protection and recovery, and increase application
performance.
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SPECIAL SECTION:
BLADE SERVERS

Introducing the Dell PowerEdge M805
and PowerEdge M905 Blade Servers

By Thomas Cloyd and Romy Bauer

84

Combining robust processing power, tremendous RAM
capacity, and massive /O throughput in a space- and
energy-efficient, easy-to-deploy blade form factor, Dell
PowerEdge M805 and PowerEdge M9O05 full-height
blade servers help increase performance and reliability
while helping simplify management.
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CASE STUDIES

88 The Business of Success

Dell PowerEdge blade servers and Dell EqualLogic iSCSI
SAN arrays help the Wharton School of the University of
Pennsylvania quintuple computing power while simplifying

management and reducing costs.

90 Healthy IT Infrastructure

Dell PowerEdge blade and rack servers provide the foundation
of a high-density virtualized infrastructure at ALERT Life
Sciences Computing—supporting simplified management, high

performance, and rapid deployment.

92 Blades Shift Broker into High Gear

Dell PowerEdge blade servers help PT Ciptadana Capital
support future expansion of its security trading service while
reducing energy use, simplifying management, and optimizing
limited data center space.

94 Mortgage Lenders’ Moment of Truth

A high-performance, energy-efficient solution based on

Dell PowerEdge blade servers and a Dell EqualLogic iSCSI SAN
array provides Optimal Blue with an anticipated 50 percent
improvement in application response time.

96 Re-creating the Big Bang

Powerful Dell PowerEdge blade servers deployed in just nine
days provide high levels of performance and efficiency to help

put the Deutsches Elektronen-Synchrotron (DESY) research
center on track for a major scientific breakthrough.

46 Dell and Egenera Drive a New Path
to Virtual Data Center Automation
By Greg Lyon
The new Dell/PAN System combines Dell PowerEdge
server technology with advanced Egenera®
management software in a simplified, customizable
system—providing a highly available, dynamic, flexible
platform for next-generation data center virtualization.

50 Best Practices for Protecting VMware
Infrastructure 3 with Symantec Backup Exec
Symantec® Backup Exec™” 12.5 software, part of

the new Dell PowerVault™ DL2000 - Powered by
Symantec Backup Exec, is designed to provide
powerful, simplified backup and recovery for VMware

virtualized environments.

54 Boosting Data Center Throughput

with Virtualization-Ready 10 Gigabit Ethernet
By Shefali Chinni, Omar Sultan,

and Nelson Stewart

To help support the I/O requirements
of multiple virtual machines in server
consolidation and virtualization
scenarios, Dell, Intel, and Cisco

have teamed up to offer organizations
a virtualization-tuned 10 Gigabit
Ethernet SFP+ direct attach solution.
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PRODUCT SHOWCASE:
DELL OPTIPLEX DESKTOPS PAGE 30

POWERING BUSINESS
PRODUCTIVITY WITH
DELL OPTIPLEX DESKTOPS

By David Schweighofer

The new Dell OptiPlex™ family of desktop
computers is designed to deliver high
performance, flexibility, and reliability
together with enterprise-class security
and enhanced manageability in an
environmentally conscious way—helping
organizations to maximize
employee productivity,
simplify management,
and lower total cost
of ownership.

Dell OptiPlex 960
desktop
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l Dell TechCenter: Collaborative Resources

for Microsoft Hyper-V, Virtualization, and More

By Todd Muirhead

The Dell Enterprise Technology Center (TechCenter) provides a
central collaborative environment offering a range of IT resources,
from blogs, chats, wiki pages, and discussions to white papers,
video demos, and links—now featuring virtualization, Microsoft
Hyper-V technology, and other timely topics.

Virtualizing Microsoft SQL Server 2005

on Dell PowerEdge Servers

By Todd Muirhead
To demonstrate how the Microsoft SQL Server® 2005 database
platform can perform in a VMware virtualized environment, Dell
engineers tested its performance when scaling virtual resources
and when migrating virtual machines between physical hosts.

l Rethinking the Dell PERC 6 RAID Controller
By André Dumouchelle, Joe H. Trickey Ill, and John Seward
The Dell PowerEdge Expandable RAID Controller (PERC)

6.1 firmware release introduces multiple features designed
to enhance reliability, performance, and ease of use to help
organizations meet the challenges of ongoing data growth.
U Small Business Server 2008 on Dell Servers

By Perumal Raja P. and Manjunath Narayanan
Designed specifically to help meet the needs of small businesses,
the Microsoft Windows® Small Business Server 2008 platform

provides an all-in-one server solution offering cost efficiency,
simplified data security, and enhanced productivity.

An Overview of Microsoft Windows

DEPARTMENTS

SPECIAL SECTION:
HIGH-PERFORMANCE COMPUTING

58 Running Microsoft Windows HPC Server 2008
on Dell PowerEdge Clusters

By Aziz Gulbeden and Mausmi Kotecha

62 Deploying HPC Clusters Using Platform
Open Cluster Stack - Dell Edition

By Sreeram Vedantham, Arun Rajan,; Shivaraj Nidoni;
Li Ou, Ph.D.; Gabor Samu, and Mark Black

68 Accelerated HPC Productivity
with Intel Cluster Ready Solutions

By Brock A. Taylor, Vishvesh Sahasrabudhe,
and Onur Celebioglu

I Streamlined Troubleshooting
with the Dell System E-support Tool

By Shruthi Jayatheertha, Lokesh S. Balu,

and Ajaykumar C. H.
By automating and consolidating hardware, software, and
firmware information into a single comprehensive report, the
Dell System E-support Tool can help streamline troubleshooting
and accelerate problem resolution for environments using Dell
PowerEdge servers.

| Maintaining Dell Platforms
with Dell Technical Updates
Recent firmware updates for Dell PowerEdge
components and Dell PowerVault storage can help improve
system functionality and minimize potential problems.

) YOUR
Yl YOUR

To preview Dell Power Solutions in searchable Digital Edition
format, visit powersolutionsdigital.dell.com. In addition,
you can check the Dell Power Solutions Web site

at DELL.COM/PowerSolutions for early-release articles,

how-to’s, implementation studies, best practices, and
expert tips you won'’t find anywhere else. Search our
Related Categories index and then view full-text articles
from current and back issues online. Can’t wait?

For real-time access to content as soon as it’s posted,
subscribe your favorite RSS reader to the feed

at DELL.COM/RSS.

72 The Red Hat HPC Solution:
Simplified High-Performance Linux Clusters

By Wayne Slater and Gord Sissons

74 Evaluating Third-Generation AMD Opteron
Processors for HPC Workloads

By Jacob Liberman, Mausmi Kotecha,
and Vishvesh Sahasrabudhe

78 Evaluating Mellanox ConnectX InfiniBand
Performance in HPC Clusters

By Munira Hussain, Toby Sebastian, Shivaraj Nidoni,
and Gilad Shainer
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High-Density, Highly Scalable Storage:
Dell EqualLogic PS5500E iSCSI SANs

By Dylan Locsin and Travis Vigil

Seagate SAS Drives Provide Optimized
Near-Line Storage for Dell Systems

By Barbara Craig

Fast, Reliable Data Protection
from Dell and CommVault

By Sanjeet Singh and Jeff Echols

Streamlining Data Management
with CommVault Simpana
and Dell EqualLogic PS5500E iSCSI SANs

By Jeff Echols

Simplified Data Protection with Disk-Based
Backup from Dell and Symantec

By Sanjeet Singh and Charles Butler
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By Dhiraj Sehgal
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GO DIGITAL

he digital magazine you have been asking for
is here. The new Dell Power Solutions Digital
Edition—eminently green, eco-friendly, instantly
accessible, and complimentary—is a natural extension
of the hybrid publishing platform that we have been
using to produce our conventional print and Web
editions. Built on the Texterity digital publishing engine,
the Digital Edition is entirely Web browser-based and
requires no client-side software downloads or browser
plug-ins. Just launch your browser and point to
powersolutionsdigital.dell.com to begin the new digital
book-reader experience.
Once you land on the Dell Power Solutions Digital
Edition home page, you have several options on

how to access the content. To get full access to the
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Dell Power Solutions Digital Edition

Tom Kolnowski

Digital Edition—including powerful search privileges
across the past year of Dell Power Solutions archived
issues—take a moment and complete the subscription
form. If you are already a print subscriber, you can
convert to the Digital Edition by providing your cur-
rent subscriber ID. In a few moments, you will receive
an e-mail with your private URL for instant access.
As a new Digital Edition subscriber, you will also
receive an e-mail notification when the next issue is
ready to access.

Not ready to subscribe yet? Then test-drive
the Digital Edition by accessing our sample issue at
powersolutionsdigital.texterity.com/powersolutions
-sample/sample. You can put all of the navigation capa-
bilities and other features through their paces, including
Contents, a scrollable table of contents; Pages, a thumb-
nail view of the entire issue, including exclusive online-
only content; Search, a powerful search feature with
results returned as thumbnails and highlighted text;
Links, a list of Web links on the current page or the
entire issue; and Share, where you can send an e-mail
to an associate with a thumbnail and direct link to the
current page. At any time during your sample issue
test-drive, you can click the SUBSCRIBE button in the
navigation bar to join the membership ranks—and get

green instantly while going digital. We hope you enjoy

the digital drive. ‘/ :
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FEATURE SECTION:
VIRTUALIZATION AND FLEXIBLE COMPUTING

VIRTUALIZATION

As server virtualization continues to transform the data
center, enterprises have some critical decisions to make.
How will they migrate to a fully virtualized environment?
How should the IT infrastructure be configured for
maximum business benefit? Dell is partnering with other
industry leaders to build a flexible, industry-standard
approach that helps simplify the transition.
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By Jeanne Feldkamp
Deb McDonald
Kay Kerr

Tom Kolnowski

ecent strides in server virtualization and emerging

hypervisor alternatives are changing the rules of

engagement for enterprise IT departments. The way
IT managers plan data centers, how and when purchase deci-
sions are made, and—perhaps most importantly—the opportuni-
ties for IT departments to further business goals are evolving.
Today, combining policy-driven automation with a virtualized
environment can enable advanced functionality, including
dynamic provisioning and workload balancing, high availability,
and disaster recovery. And with each of these innovations, pre-
vious levels of functionality become mainstream and accessible
even to small environments.

Meanwhile, the rapid progression of virtualization technology
has left enterprise IT managers with more alternatives to evaluate
than ever, particularly now that Microsoft is weighing in with an
enterprise-class hypervisor—the Microsoft® Windows Server® 2008
Hyper-V" platform—for the first time. Organizations that do not
approach server virtualization with a clear plan risk developing a
chaotic, inflexible infrastructure that wastes energy and resources.
However, with appropriate planning, enterprises can leverage
virtualization to enhance agility and service, simplify IT manage-
ment, and empower staff to focus on strategic priorities while
conserving energy and resources.

At the same time that server virtualization has gone main-
stream, desktop virtualization has become a viable option for
many organizations. Desktop virtualization technologies enable
the Dell”
services, which combines centralized control with rich client

Flexible Computing Solutions suite of products and

functionality, performance, and mobility. The flexible computing
model can help enterprises simplify desktop management and
enhance security—while helping to improve business continuity
and streamline regulatory compliance. (For more information,
see the “Flexible computing on the rise” sidebar in this article.)

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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Dell helps enterprises plan the transition with offerings that are
grounded in industry standards. By providing standards-based,
virtualization-optimized platforms and integrating tightly with
key virtualization enablers such as the Microsoft Hyper-V,
VMware® ESX, and Citrix® XenServer™
approach helps organizations simplify virtualization deploy-

platforms, the Dell

ments without limiting their options. In addition, Dell offers a
comprehensive range of management tools and services for
virtualized systems.

Dell servers and storage are designed for optimal virtualiza-
tion performance and simplified management. Dell PowerEdge™
servers support optimum performance with efficient power con-
sumption, enhanced memory and I/O capability, and a broad
range of form factors, hypervisors, and |I/O fabrics. Dell also
provides simple, capable, and cost-effective storage offerings
designed to leverage existing IT infrastructures and expand
automatically—helping meet a broad range of needs with the
Dell PowerVault”, Dell EqualLogic’, and Dell/EMC families.

A variety of powerful Dell management tools for virtualized
systems can help administrators proactively manage assets,
enhance efficiency, maximize resources, and reduce total cost
of ownership (TCO).
multiple management consoles to administer the IT environ-

To help avoid the complexity of using

ment, Dell products offer support for a range of leading man-
agement tools, including Microsoft System Center Virtual
Machine Manager (SCVMM) 2008, VMware VirtualCenter, Citrix
XenCenter”, and Symantec® Management Suite software.
Additional Dell offerings are designed to integrate smoothly
through collaborative co-development efforts with partners
such as Egenera, PlateSpin, and Vizioncore.

In addition, Dell Global Services offers field-tested guidance
to help enterprises accelerate virtualization deployments and

DELL.COM/PowerSolutions 9
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FEATURE SECTION:

VIRTUALIZATION AND FLEXIBLE COMPUTING

FLEXIBLE
COMPUTING
ON THE RISE

Desktop virtualization has gained popularity over the
last several years because it allows IT departments to
manage digital identities from a central location rather
than managing, securing, and helping ensure compli-
ance for hundreds or thousands of devices scattered
across the globe. However, enterprise workers have
diverse needs. Some users are highly mobile and
require productivity tools that let them work anytime
and anywhere. Some may work in an office, while
others may work in highly specialized environments
such as oil fields or operating rooms. In addition, some
employees need only standard office applications
such as e-mail, while others use demanding applica-
tions for highly targeted tasks such as data analysis or
3D rendering.

For these reasons, no single computing solution is
likely to be suitable for every situation. A flexible comput-
ing model enables enterprises to deliver the right appli-
cations and the right levels of performance to the right
users, on demand. To that end, Dell Flexible Computing
Solutions offer a suite of hardware, software, and ser-
vices designed to help enterprises increase productivity

and simplify management of distributed workforces:

= Dell On-Demand Desktop Streaming™ (ODDS)
solution: The client boots from external networked
storage and the OS is streamed.

= Dell Virtual Remote Desktop (VRD) solution:
The server executes the desktop image and streams
it to the client.

= Dell Dedicated Remote Workstation (DRW)
solution: The workstation is relocated to the data
center and accessed through a portal device.

The flexible computing model also helps to reduce
total cost of ownership, simplify image and data man-
agement, strengthen security and data protection,
streamline compliance with organizational and regu-

latory requirements, and speed disaster recovery.*

*For more information, see “Flexible Computing: Advancing End-User
Productivity with Centralized Control,” by Jeremy Ford and Roberto Ayala,
in Dell Power Solutions, November 2008, DELL.COM/Downloads/Global/
Power/ps4q08-20090139-Flex.pdf.
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train IT staff to manage ongoing opera-
tions. By working with Dell, organizations
can tap into an extensive pool of best
practices, innovative tools, and automated
analysis to help ensure that the transition
to virtualization is smooth and efficient.
Dell virtualization solutions can be easily
configured to address the challenges
enterprises face today, with the flexibility
to adapt as business conditions evolve.

DELIVERING BUSINESS-READY
SERVER VIRTUALIZATION

WITH MICROSOFT HYPER-V

Dell and Microsoft have teamed to offer
comprehensive support for the Microsoft
Hyper-V virtualization platform.! The two
companies have jointly invested in the
development of field readiness and exper-
tise around Windows Server 2008 imple-
mentation and server virtualization on Dell
hardware. In addition, Hyper-V is pretested
on a wide range of Dell server and storage
platforms, and is available as a factory-
installed option on Dell PowerEdge servers.
Reference architectures and a complimen-
tary online Dell Virtualization Advisor tool
are also available (see the “Dell Virtualization
Advisor” sidebar in this article).

By providing partitioning for virtual
machines (VMs), the Microsoft Windows
Server 2008 OS with Hyper-V allows
organizations to support both 32-bit and
64-bit VMs running side by side on a
single physical server. Offering stream-
lined access through a unified console,
Microsoft SCVMM 2008 enables Microsoft
Hyper-V and other popular hypervisors
to coexist in the same environment, pro-
viding organizations with a powerful
solution for managing their virtual
environment. When SCVMM 2008 is
used with Microsoft System Center and
Dell OpenManage” software, the System
Center console can manage a compre-
hensive environment—encompassing
both virtual and physical resources—
through the same intuitive interface.

Microsoft System Center Operations
Manager 2007 helps automate routine,
redundant tasks and provide intelligent
reporting and monitoring for enhanced effi-
ciency and control over the IT environment.
Microsoft System Center Configuration
Manager 2007 complements these tools by
providing a way to comprehensively assess,
deploy, and update servers, storage, and
clients across physical, virtual, distributed,
and mobile environments.

Dell plans to integrate Dell OpenManage
with SCVYMM 2008 through the Performance
and Resource Optimization (PRO) Pack
to help further simplify management of
VMs on Dell PowerEdge servers. For
organizations that prefer to have expert
guidance during the implementation
process, Dell Infrastructure Consulting
Services for Hyper-V can facilitate a rapid
approach to virtualization deployment
and configuration. These offerings are
based on proof-of-concept testing in Dell
preproduction test labs. The Dell
Structured Design Solution for Windows
Server 2008—which includes assessment,
design, and validation consulting—can
also provide comprehensive services for
organizations seeking a validated, repeat-
able migration process. (For more infor-
mation on how Dell Infrastructure
Consulting Services helped one company
implement Hyper-V virtualization, see the
“HotSchedules: Working smarter” sidebar
in this article.)

ENHANCING VMWARE

SUPPORT FOR SIMPLIFIED
VIRTUALIZATION MANAGEMENT
As an established virtualization provider
building on pervasive deployments of its
software from the desktop to the data
center, VMware offers the VMware
Infrastructure 3, ESX, and ESXi platforms
to enable continuous application avail-
ability and infrastructure security—and
Dell has recently built on its strong sup-
port for VMware software.

"For more information on Microsoft Hyper-V, see “Getting Started with Microsoft Windows Server 2008 Hyper-V on Dell Servers,” by Ranjith Purush,
Sitha Bhagvat, Ryan Weldon, Brent Douglas, and David Schmidt, in Dell Power Solutions, November 2008, DELL.COM/Downloads/Global/Power/

ps4q08-20090140-HyperV.pdf
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HOTSCHEDULES:

WORKING SMARTER

Dell Global Infrastructure Consulting Services
helps HotSchedules design and deploy a
Microsoft Hyper-V virtualized infrastructure,
cutting power consumption by 77 percent

Virtualization has helped HotSchedules dramatically consolidate its infra-

structure, eliminating 36 of its 40 physical servers and leaving just 4 in the
data center. The power savings alone deliver a strong return on investment. The
company also expects to decrease the cost of software licensing. In addition,
the new virtualized infrastructure will give the IT group the flexibility to add
application servers quickly—allowing the company to pursue new accounts
without having to worry about IT impediments.

and licensing costs by 75 percent.

HotSchedules creates online workforce-scheduling applications designed to
help businesses in the restaurant, hospitality, and retail fields streamline
employee scheduling, facilitate communication between managers and
staff, and reduce costs. But faced with rapid growth, the company needed
a data center infrastructure that would help accommodate a burgeon-
ing customer base while also controlling hardware acquisition and power
consumption costs.

“For the past few years, we have doubled the number of our customers
every year, and we expect that growth rate to increase in the future,” says
Ray Pawlikowski, president of HotSchedules. “We quickly realized that we
couldn’t continue to add computer hardware for each new customer—we
were running out of space and power in our data center. We needed a way
to consolidate our resources while gaining scalability for future growth.”

With help from Dell Global Infrastructure Consulting Services,
HotSchedules deployed a virtualized server infrastructure with Microsoft
Windows Server 2008 Hyper-V running on Dell PowerEdge servers. The
company also uses a Dell PowerVault MD3000i storage area network,

connected to the servers with Dell PowerConnect™ switches, to help make

€By virtualizing our server environment,

we can now host up to 20 virtual serv-
ers on each Hyper-V cluster node. As
a result, we have reduced the number
of physical servers in our data center
from 40 to just 4.”

—Ray Pawlikowski
President of HotSchedules
October 2008

the most of the virtualized server environment.

Dell servers have been optimized to
help provide strong support for the latest
ESX release, VMware ESX 3.5 Update 2,
including enhanced performance for
virtualized environments based on sup-
port for six-core Intel® Xeon® processors
and 8 Gbps Fibre Channel host bus adapt-
ers, as well as Network File System (NFS)
and Internet SCSI (iISCSI) over 10 Gigabit
Ethernet. Additionally, Dell servers now
enable VMware VMotion™ technology sup-
port for AMD Virtualization™ (AMD-V™)
Extended Migration and Intel Virtualization
Technology (Intel VT) FlexMigration tech-
nologies, and can take advantage of

multiple enhancements incorporated in
VMware VirtualCenter to help increase
availability and simplify virtual infrastruc-
ture management. ESX-compatible Dell
server platforms have been expanded to
include the PowerEdge M805, PowerEdge
T100, and PowerEdge T105.

Support for VMware ESXi—which has a
small 32 MB footprint and is designed to
offer the same basic functionality and per-
formance as VMware ESX—has been
enhanced through the availability of ESXi
embedded on the PowerEdge M805 and
PowerEdge M905 blade servers. ESXi is also
available after the point of sale to enable

organizations to standardize and upgrade

existing infrastructures, including ESXi
installable compatibility for a wide range of
current and legacy PowerEdge servers.

In addition, Dell offers expanded stor-
age support for virtualization with the Dell
EqualLogic PS5500E iSCSI storage area
network (SAN) and Dell/EMC CX4 Series
storage arrays. And, on the Dell EquallLogic
storage platform, the Dell EqualLogic
Auto-Snapshot Manager/VMware Edition
management tool is available and designed
to provide integrated, automated, scal-
able, and cost-effective data protection
for VMware VMs.2 (For more information

2For more information, see “How Dell EqualLogic Auto-Snapshot Manager /VMware Edition Helps Protect Virtual Environments,” by Andrew Gilman and William Urban, in Dell Power Solutions, November 2008, DELL.COM/

Downloads/Global/Power/ps4q08-20090107-Gilman.pdf.
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STONERIDGE: GREATER THAN THE SUM OF ITS PARTS

Dell PowerEdge servers, Dell EqualLogic storage,
and VMware virtualization help Stoneridge reduce
its server infrastructure by more than 50 percent.

As a tier-one supplier to some of the largest vehicle manufacturers in the world,
Stoneridge—a global manufacturer of automotive components—has one mis-
sion: provide parts that deliver the capabilities its customers need, when they

need them, in the most cost-effective way possible.

Until 2006, each business unit at Stoneridge determined its own infrastructure
and IT strategy. However, senior company leadership realized that the decentralized
T strategy made it difficult to develop economies of scale and global efficiencies.
Stoneridge executives saw that reducing the company’s fleet of 260 servers—
which were distributed among its global locations—could return significant cost
and labor savings by cutting maintenance, administration, and replacement costs.

Working with Dell, the Stoneridge IT team eliminated more than
50 percent of its physical servers through server virtualization, using a combi-
nation of Dell Powerkdge servers supported by Dell EqualLogic Internet SCSI

f“‘Having Dell as our global supplier
simply eliminates many of our IT supply
and integration challenges so that we
can focus on our strategic architecture
rather than tactical logistics.”

—Bill Johnson

(iSCSI) storage area networks. The company chose Dell PowerEdge 2900 and

PowerEdge 2950 servers with quad-core Intel Xeon processors for its pilot

project, and has deployed a combination of those servers running VMware

Infrastructure 3 at four sites.

As a result of its virtualization architecture on Dell PowerEdge serv-
ers, Stoneridge has reduced uninterruptible power supply draw at its main
data center by 58 percent. High-performance Dell PowerEdge servers also
helped Stoneridge consolidate its IT server infrastructure by more than

80 percent in the company’s corporate network operations center. Moreover,

ClO at Stoneridge

July 2008

on how Dell PowerEdge servers and
VMware virtualization helped one com-
pany consolidate its infrastructure, see the
“Stoneridge: Greater than the sum of its
parts” sidebar in this article. To learn about
recently released complimentary versions
of Microsoft and VMware hypervisors, see
the “Free hypervisors from Microsoft and
VMware” sidebar in this article.)

COMPLEMENTING CITRIX
XENSERVER WITH DELL
HARDWARE AND TOOLS

Dell has also significantly expanded its
tight integration with the Citrix XenServer
hypervisor. Designed to support Citrix
XenServer Dell Edition and Citrix XenServer
Enterprise Edition as well as embedded

versions, Dell PowerEdge servers offer
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automated high-availability features that
help protect against host failures.
PowerEdge servers also enhance function-
ality for Dell EqualLogic PS Series iSCSI
SAN arrays, including multipathing. Dell
server platforms are designed to work
seamlessly with XenServer, and the sup-
ported storage platforms have been
expanded to include the Dell PowerVault
MD1120 enclosure and Dell EqualLogic
PS5500E iSCSI SAN.

In addition, Dell EqualLogic manage-
ment tools have integrated into Citrix
XenCenter to help simplify administration
of virtualized servers. The Citrix XenServer
Direct Storage Adapter allows out-of-
the-box integration with EqualLogic PS
Series iISCSI SANs. In this manner, the

tools can intelligently relegate advanced

the simplified infrastructure helps save approximately US$330,000 in annual
IT life-cycle replacement expenditures.

SAN capabilities such as thin provision-
ing, fast cloning, and automated snap-
shots to the EqualLogic arrays. EqualLogic
management tools also facilitate inte-
grated disaster recovery through sched-
uled backups of VM metadata.

DESIGNING DELL SERVER
PLATFORMS FOR

VIRTUALIZATION

Designed from the ground up for virtualiza-
tion, Dell PowerEdge M805 and PowerEdge
M9O05 servers offer outstanding perfor-
mance for virtualization and high-end
database needs in a full-height blade form
factor. These servers feature three highly
available, fully redundant I/O fabrics and
An

eight high-speed ports. internal

Secure Digital (SD) card is provided

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.



for installation of embedded hypervisors
such as VMware ESXi.?

Dell PowerEdge M805 blade servers
are designed to offer exceptional two-
socket blade performance with the flex-
ibility enterprise IT organizations require
to support high-density, highly power-
efficient data centers. Equipped with
twice the memory and I/O connectivity
of half-height Dell blade servers,
PowerEdge M805 servers are designed
to handle large workloads in a reduced
physical space. Sixteen dual in-line
memory modules (DIMMs) help increase
cost-effective memory capacity for
32 GB and 64 GB configurations. Four
embedded Ethernet controllers and four
I/O dual-port mezzanine card slots pro-
vide high-availability I/O connections for
each blade server.

Dell PowerEdge M905 blade servers
are also designed to deliver powerful per-
formance in virtualized environments.
With enhanced performance from four
quad-core processors, PowerEdge M905
servers provide a power-efficient approach
for enterprises that need robust blade
servers for heavy workloads. They also
feature a large RAM capacity: 24 DIMMs
enhance cost-efficient memory capacity
for configurations greater than 48 GB.

Dell PowerEdge R900 rack servers
with Intel Xeon 7400 series processors are
designed for highly compute-intensive
applications and architected for virtualiza-
tion. Quad-core and six-core Intel Xeon
7400 processors amplify processing
power, while 8 GB DIMMs can accommo-
date up to 256 GB of memory. These serv-
ers can deliver enhanced energy efficiency
through the Dell Energy Smart high-
efficiency power supply unit and come
with a choice of embedded hypervisor—
either VMware ESXi or Citrix XenServer.

Dell EqualLogic PS5500E iSCSI SANs
offer compelling economies of scale for
primary storage.* Large PS Series nodes
enable outstanding scalability and density

DELL VIRTUALIZATION ADVISOR

To help demystify the process of selecting a virtualization solution, Dell offers an online Virtualiza-
tion Advisor tool that is designed to take into account existing server and storage infrastructure,
workloads, and virtualization goals. The tool can recommend Microsoft Hyper-V, VMware ESX,
or Citrix XenServer solutions.

After launching the tool, IT administrators simply select the parameters either for con-
solidating an existing physical server infrastructure using virtualization, or for deploying a new
virtualized infrastructure, as well as the goals for their virtualized environment (see Figure A). In
a matter of minutes, the Dell Virtualization Advisor can display a customized recommendation for
servers, server configurations, and storage management and backup tools, as well as services—
including a graphical representation of the validated configuration (see Figure B).

To use this tool, visit DELL.COM/Virtualization and select the Virtualization Advisor link in
the right column. Organizations seeking an individualized approach to architecting a virtualized
environment can engage the Dell Infrastructure Consulting Services team.
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Figure A. Customizing virtual machine workload types and utilization levels for a new Microsoft Hyper-V
environment
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Figure B. Generating an example architecture for a Microsoft Hyper-V environment

*For more information, see “Introducing the Dell PowerEdge M805 and PowerEdge M905 Blade Servers,” by Thomas Cloyd and Romy Bauer, in Dell Power Solutions, November 2008, DELL.COM/Downloads/Global/Power/ps4q08-

20090110-Cloyd.pdf.

“For more information, see “High-Density, Highly Scalable Storage: Dell EqualLogic PS5500E iSCSI SANs,” by Dylan Locsin and Travis Vigil, in Dell Power Solutions, November 2008, DELL.COM/Downloads/Global/Power/

ps4q08-20080396-Locsin. pdf.
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FREE HYPERVISORS FROM MICROSOFT AND VMWARE

Both Microsoft and VMware have recently released complimentary ver-
sions of their hypervisors as downloads—the free version of Microsoft
Hyper-V was christened Microsoft Hyper-V Server 2008, and was released
shortly after VMware made a version of ESXi available as a complimentary
download. Although these Microsoft and VMware hypervisors themselves
are free, licenses are still required for any guest operating systems that
are hosted on top of them as virtual machines (VMs)—and, of course, the
complimentary versions offer fewer capabilities than the conventionally
licensed versions.

Microsoft Hyper-V Server 2008 (not to be confused with the licensed
Microsoft Windows Server 2008 Hyper-V) is a dedicated, stand-alone prod-
uct that contains only the Hyper-V hypervisor with minimal virtualization
components, and is designed to support basic virtualization functionality for
Microsoft Windows® or Linux® 0S—based VMs. Administrators can manage
Hyper-V Server through a command-line interface (CLI) from the host; this
tool also enables 64-bit guest and host support as well as integration with
Microsoft System Center Virtual Machine Manager (SCVMM) 2008. Those
who prefer a graphical user interface (GUI) can use SCYMM 2008 or the

Microsoft Management Console (MMC)—based Hyper-V Server Manager
console from a separate client system, or upgrade to one of the licensed
Windows Server 2008 versions running the Hyper-V role. High-availability
clustering and quick migration of VMs would require Windows Server 2008
Enterprise Edition or higher. For a comparison of the various versions of
Microsoft Hyper-V, visit www.microsoft.com/servers/hyper-v-server.

Administrators can manage the complimentary version of VMware
ESXi using a GUI through the VMware Infrastructure Client. In addition,
VVMware offers an upgrade path from the complimentary version of ESXi to
VMware Infrastructure 3 to provide access to enhanced enterprise manage-
ment features, server consolidation, business continuity, and automated
load-balancing capabilities. To help reduce the disk footprint, VMware
migrated the VMware Service Console CLI in ESX to a remote CLI (RCLI)
in ESXi that administrators can access from a virtual appliance; however,
in the complimentary version of ESXi the RCLI is restricted to read-only
access. For a comparison of the various versions of VMware ESX and ESXi,
visit kb.vmware.com/selfservice/microsites/search.do?&cmd=displayKC&
externalld=1006543.

with a top-loading drive drawer, 48 Serial
ATA (SATA) drives, and a 4U enclosure.
Two models are available: the first with
48 TB (in 1 TB drives), and the second with
24 TB (in 500 GB drives).

Cost-effective EqualLogic PS Series
SANs can provide support for near-line,
archive, or backup-to-disk applications.
Their small footprint supports large, dense
installations and enhanced TCO while also
providing virtualization-ready features
and capabilities.

TAKING A FLEXIBLE PATH

TO INDUSTRY-STANDARD
VIRTUALIZATION

With a range of virtualization-optimized
servers and storage, management tools,
and services together with strong partner-
ships designed to support virtualization in
the enterprise, Dell helps organizations
chart a smart path to virtualization. Because
every organization moves at a different

pace, Dell offers flexible virtualization
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solutions that can be customized for spe-
cific enterprise requirements.(')
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GETTING STARTED WITH
MICROSOFT WINDOWS
SERVER 2008 HYPER-V
ON DELL SERVERS

Microsoft® Hyper-V" technology provides a simplified
virtualization platform integrated directly into the
Microsoft Windows Server® 2008 OS. This article
provides an introduction to Hyper-V virtualization,
discusses the overall architecture and underlying

technologies, and offers guidance on best practices
for deployment on Dell” PowerEdge™ servers.

icrosoft Hyper-V is a hypervisor-based vir-

tualization technology integrated into all

Dell-supported Microsoft Windows Server
2008 x64 Editions operating systems. As a virtualiza-
tion platform, it enables organizations to run multiple
virtual machines (VMs) on a single physical server to
help take maximum advantage of hardware resources
in their IT environments.

Windows Server 2008 introduced the concept of
roles within the Windows Server OS. A single server
OS instance is typically meant for a specific task, and
a role defines the task the server performs: roles avail-
able in Windows Server 2008 include file server,
Active Directory® server, Dynamic Host Configuration
Protocol (DHCP) server, Domain Name System (DNS)
server, and Internet Information Services (1IS) server.
Hyper-V is also implemented as a role in Windows
Server 2008, and offers several key advantages:

= |ntegration with the Windows Server 2008 OS,
enabling organizations to easily take advantage of
the benefits of virtualization in Windows Server envi-
ronments without adopting a new technology

= A 64-bit micro-kernelized hypervisor architecture
that leverages the existing device driver support in
the Windows Server 2008 parent partition, extend-
ing support to a broad array of Dell servers, storage,
and 1/O devices

= Support for the Dell OpenManage™ suite in the
Windows Server 2008 parent partition, helping
simplify management of Dell servers

= Support for symmetric multiprocessing in VMs

= A high-availability feature for VMs to help mini-
mize unplanned downtime, and a quick migration
feature for VMs to help support business continu-
ity during planned downtime

= Robust backup capabilities through native support
for Microsoft Volume Shadow Copy Service
(VSS)-based backups

= Simplified extensibility using standards-based
Windows Management Instrumentation (WMI) and

application programming interfaces

This article explores the basics of the Hyper-V
architecture, discusses available management tools
and their use, and outlines key considerations and
best practices that can help administrators success-
fully plan and implement Hyper-V virtualization
deployments on Dell servers and storage.

UNDERSTANDING THE HYPER-V
ARCHITECTURE

The Hyper-V role is supported in both full and Server
Core installations of Windows Server 2008 Standard
x64 Edition, Enterprise x64 Edition, and Datacenter
x64 Edition. Administrators should keep in mind that

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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Figure 1. High-level Microsoft Hyper-V architecture

Windows Server 2008 Standard x64
Edition does not offer high-availability fea-
tures; for highly available configurations
with Hyper-V, they should use Windows
Server 2008 Enterprise x64 Edition or
Datacenter x64 Edition.! Dell supports
Hyper-V on many servers, including the
latest PowerEdge R805, PowerEdge R900,
PowerEdge R905, PowerEdge M60O,
PowerEdge M605, PowerEdge M805, and
PowerEdge M905 servers, which have
been specifically designed to support vir-
tualization workloads, as well as a broad
range of previous-generation servers.?

The core component of the Hyper-V
architecture is the hypervisor, which creates
and manages isolated execution environ-
ments called partitions. The hypervisor sits
directly on the hardware and controls access
from the partitions to the physical proces-
sors. The Hyper-V server role in Windows
Server 2008 also comprises several other
key components, including parent and child
partitions, synthetic and emulated devices,
and integration services (see Figure 1).

Parent and child partitions
When the Hyper-V role is enabled, the
hypervisor uses the virtualization extensions

in the processors—Intel® Virtualization
Technology (Intel VT) or AMD Virtualization™
(AMD-V™) technology—to place itself under
the OS. When the hypervisor loads for the
first time, it creates a partition called the
parent partition (or root partition), which
hosts the Windows Server 2008 instance
that had previously been running directly
on the hardware. This partition is important
for two main reasons. First, it controls
hardware devices such as the network,
storage, and graphics adapters and allo-
cates physical memory to other partitions.
Second, it makes requests to the hypervi-
sor to create and delete child partitions, an

activity performed by the virtualization
stack that runs in the parent partition.
Child partitions, unlike the parent
partition, do not have access to the
physical hardware. When a VM is cre-
ated, it is assigned a newly created child
partition and a set of virtual devices. I/O
from the VM is routed through the parent
partition to the physical hardware. This
indirect 1/0O model enables VMs to be
independent of the specific hardware
devices on the physical server, and
enables Hyper-V to take advantage of
the broad support in Windows Server
2008 for Dell servers, storage, and 1/O
devices. Best practices strongly recom-
mend downloading and installing the
latest Dell-certified drivers for Windows
Server 2008 x64 Editions in the parent
partition. These drivers are available for
download at support.dell.com.

Emulated and synthetic virtual devices
The virtual devices that a VM exposes to
its guest OS fall into two broad types:
emulated and synthetic (see Figure 2).
Emulated virtual devices are software
implementations of typical PCI devices,
and to the guest OS, these devices
appear to be physical PCl devices.
Synthetic virtual devices, which are also
implemented in software, use an archi-
tecture specific to Hyper-V based on

Emulated ® Can include IDE controllers, legacy network adapters, and COM ports
devices B Take advantage of native device drivers in supported guest operating systems

Typically provide lower performance than synthetic devices; however, certain

emulated devices such as IDE controllers can switch to synthetic mode after Hyper-V
integration services have been installed, which helps increase performance

Are required for certain configurations; for example, an IDE controller is required as

a boot controller for VMs, and a legacy network adapter is required for VM Preboot

Execution Environment (PXE) boot

Synthetic B Can include SCSI controllers and network adapters
devices ® Do not have native device drivers in guest operating systems; drivers are instead
installed as part of Hyper-V integration services

Use the high-performance VSP/VSC shared memory model, helping provide higher
performance than emulated devices

Figure 2. Emulated and synthetic virtual devices in Microsoft Hyper-V

' For more information on high-availability features in Hyper-V, see “Highly Available Virtualization with Microsoft Hyper-V and SCVMM 2008," by Ray Weinstein and Burk Buechler, in Dell Power Solutions, November 2008,

DELL.COM/Downloads/Global/Power/ps4q08-20080452-Buechler.pdf.

“For a list of supported hardware for Hyper-V, see “Dell Solutions Overview Guide for Microsoft Hyper-V,” by Dell Inc., September 2008, available at support.dell.com/support/edocs/software/hyperv. For a list of recommended
hardware for Hyper-V, see "Dell | Microsoft Windows Server 2008 Hyper-V Reference Architecture,” by Dell Inc., September 2008, DELL.COM/Downloads/Global/Solutions/dell_hyper-v_reference_architecture_v1.0.pdf
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FEATURE SECTION:

virtualization service providers (VSPs)
and virtualization service clients (VSCs),
and utilize a high-performance VMBus
channel as the communication mecha-
nism between the different partitions.
This approach means that synthetic
devices require less overhead than
emulated devices.®

In general, this type of implementa-
tion that helps reduce overhead and
enhance guest OS performance in virtual-
ized environments is referred to as para-
virtualization; Microsoft uses the term
enlightenment. The synthetic device
model is an example of device enlighten-
ment. Hyper-V can also incorporate
kernel enlightenments, which enhance a
guest OS kernel so that it is aware of
whether it is running in a virtualized envi-
ronment, and can change its behavior to
help reduce the overhead traditionally
associated with running an OS within a
VM. Microsoft Windows® operating sys-
tems that incorporate kernel enlighten-
ments for Hyper-V environments include
Windows Server 2008 and Windows
Server 2003 with Service Pack 2.

VIRTUALIZATION AND FLEXIBLE COMPUTING

Hyper-V integration services are

designed to enhance integration
between parent and child partitions. In
addition to the device drivers for syn-
thetic devices, these services also pro-
vide enhancements such as mouse
integration, time synchronization, sup-
port for VSS-based backups of VMs,
and the ability to shut down guest oper-
ating systems from the management
console. Available features vary depend-
ing on the guest OS. Dell strongly rec-
ommends that administrators install the
integration components within VMs
the guest OS

complete.

after installation is

MANAGING HYPER-V
ENVIRONMENTS

Administrators can use two primary
tools to manage Hyper-V environments:
the built-in Hyper-V Manager console,
which provides basic management capa-
bilities, or Microsoft System Center
Virtual Machine Manager (SCVMM) 2008,
which provides advanced enterprise-
class features.

Hyper-V Manager
Hyper-V Manager is a Microsoft
Management Console (MMC) snap-in
that enables administrators to perform
basic management tasks in Hyper-V
environments, including creating and
managing VMs, virtual networks, and
virtual hard disks; importing and export-
ing VMs; and creating snapshots of VMs
(see Figure 3). When using Hyper-V
Manager to create VM snapshots, admin-
istrators should keep in mind that doing
so is not equivalent to backing up a VM.
The snapshot feature is designed to cap-
ture the VM state at a particular point in
time, and is intended primarily for test
and development use when administra-
tors may need to roll back a VM to a
previous state.

A single Hyper-V Manager instance
can connect to multiple Hyper-V hosts.
However, in this case, each host and
the VMs on each host are managed
independently of the other hosts. For
advanced enterprise-class capabilities,
administrators should typically use
SCVMM 2008.
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3For more information on emulated and synthetic devices, see “Hyper-V Architecture,” by Microsoft Corporation, msdn.microsoft.com/en-us/library/cc768520.aspx.
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When the Hyper-V role is enabled,
administrators can launch the Hyper-V
Manager console locally from Control
Panel > Administrative Tools. They can
also install it as a stand-alone manage-
ment console on 32-bit and 64-bit edi-
tions of the Windows Server 2008 OS
and Windows Vista® OS to enable remote
management of Hyper-V hosts that are
running either a full or Server Core instal-
lation of Windows Server 2008.

Microsoft System Center Virtual
Machine Manager 2008

SCVMM 2008 is an enterprise-class
management software suite that enables
administrators to easily and effectively
manage both physical and virtualized
environments (including both Microsoft
Hyper-V and VMware® ESX platforms)
from a single management console,
helping to significantly simplify manage-
ment of the overall IT infrastructure.
SCVMM 2008 integrates with the Dell
OpenManage suite through Microsoft
System Center Operations Manager
(SCOM) 2007 to offer proactive man-
agement of Hyper-V hosts. SCVMM
2008

physical-to-virtual and virtual-to-virtual

includes built-in support for

migrations, works with failover cluster-
ing to support high-availability and
quick migration features for VMs, and
provides simplified automation through
the Microsoft Windows PowerShell”
command-line shell.

The integration between SCVMM
2008, Dell OpenManage, and SCOM 2007
(or Microsoft System Center Essentials)
helps further simplify the management of
virtualized environments based on Dell
servers and storage. This integration is
based on Performance and Resource
Optimization (PRO) capabilities that
allow information to pass from SCOM
2007 to SCVMM 2008 and actions to be

““‘Hyper-V deployments require careful
planning to help ensure that they can
both meet current goals and scale for

future growth.”

driven from SCVMM 2008 on SCOM
2007. Dell plans to provide this capability
for a wide variety of scenarios in a PRO
Pack in the next version of the Dell

Management Pack.*

PLANNING HYPER-V
DEPLOYMENTS

Hyper-V deployments require careful
planning to help ensure that they can
both meet current goals and scale for
future growth. Key considerations
include understanding the hardware uti-
lization behavior of existing applications
for consolidation and sizing the proces-
sors, memory, network, and storage
requirements for the new virtualization
solutions.

Hardware

Microsoft’s “Hyper-V Planning and
Deployment Guide”® provides an over-
view of the capabilities of Hyper-V and
generic deployment considerations.
Before migrating workloads from a
physical to a virtualized environment,
best practices strongly recommend
evaluating workload behavior on the
existing physical servers over a period
of time. Administrators should track this
behavior across a typical utilization cycle
to obtain the peak, average, and low
utilization metrics; this assessment can
then help appropriately size the VMs.
Dell Infrastructure Consulting Services
also offers workload assessment ser-

vices to help with these efforts.®

Processors

In environments using multi-core proces-
sors, choosing physical processors can
depend on many factors, including the
type of workload, number of sockets in
the server, processor utilization goals,
and power consumption requirements.
Hyper-V requires 64-bit processors that
support Data Execution Prevention (DEP)
and virtualization extensions (Intel VT or
AMD-V). As of September 2008, all cur-
rently shipping two- and four-socket Dell
PowerEdge servers meet these require-
ments. Based on the engineering evalu-
ations, Dell recommends using two- or
four-socket PowerEdge servers for all
virtualization workloads.

The number of virtual processors to
be assigned to a specific VM typically
depends on the requirements of the work-
load running in the guest OS. Windows
Server 2008 Hyper-V supports up to four
virtual processors per VM, depending on
the specific guest OS. Administrators
should keep in mind that the virtual pro-
cessors in VMs do not have a one-to-one
mapping with the logical processors in the
server. The Hyper-V hypervisor handles
the scheduling of virtual processors on
available logical processors. In general,
when the virtual workload is highly pro-
cessor intensive, using multiple virtual
processors in a VM might help increase
performance by enabling additional physi-
cal processors to be used; however, using
multiple virtual processors can also create
additional overhead.”

“For more information on PRO capabilities, visit www.microsoft.com/systemcenter/virtualmachinemanager/en/us/whats-new.aspx.
® Available at www.microsoft.com/downloads/details.aspx?FamilylD=5DA4058E-72CC-4B8D-BBB1-5E16A136EF42

SFor more information, see the Dell Services offerings at DELL.COM/Hyper-V.

"For more information, see the “Performance Tuning for Virtualization Servers” section in “Performance Tuning Guidelines for Windows Server 2008," by Microsoft Corporation, June 9, 2008, www.microsoft.com/whdc/system/

sysperf/perf_tun_srv.mspx.
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Figure 4. Example Microsoft Hyper-V deployment using Dell servers, storage, and switches

If the Hyper-V hosts will be part of a
Hyper-V host cluster configuration, Dell
strongly recommends that all processors
on all Hyper-V hosts in the cluster be
identical. If they are not identical, VM
migrations between Hyper-V hosts may
be unsuccessful.®

Memory

Virtualization workloads are memory
intensive—especially when one of the
goals of the virtualization deployment is
consolidation. The amount of memory
allocated to a specific VM depends on
the workload running on the guest OS.
For a physical-to-virtual migration, the
information obtained from the workload
assessment can provide useful informa-
tion on sizing VM memory. Administrators
should keep in mind that a guest OS only
has access to the amount of memory
that has been allocated to the VM. In
Windows Server 2008 Hyper-V, chang-
ing the memory configuration of a VM
requires powering it down.

After administrators have determined
the amount of memory to allocate to the
VMs,

memory requirements for the physical

they can then determine the

server. Best practices strongly recom-
mend that when administrators config-
ure the Hyper-V server role, they should
not enable any other roles in the parent
partition. However, the parent partition
should have sufficient memory to pro-
vide management capabilities and vir-
child
partitions and to manage the physical

tual device functionality for
devices on the server. In general, the
amount of physical memory should be
the total of the following:

= Parent partition: 2 GB of physical
memory

= Each child partition: Amount of physi-
cal memory allocated to each VM, plus
32 MB of overhead for the first 1 GB of
memory allocated to the VM, plus 8 MB
of overhead for each additional 1 GB
of memory allocated to the VM

Microsoft Windows Server 2008
Hyper-V
Dell PowerEdge R805 server

cccccaad

Clients

—— Storage fabric

- —— Management network

If additional VMs may possibly migrate
to the server, memory should be reserved
for those VMs as well.

Networking and storage
Administrators must consider several fac-
tors when designing the network configu-
ration and choosing the storage hardware
for a Hyper-V deployment. For example,
the requirements change significantly
depending on whether the deployment is
a highly available environment (as recom-
mended by Dell) or a stand-alone virtual-
ized environment. For a list of supported
storage arrays and in-depth information
on planning network and storage deploy-
ments, see the Dell solutions guides for
Hyper-V available at support.dell.com/
support/edocs/software/hyperv.

Example deployment

An actual Hyper-V deployment involves
multiple servers, shared storage, and
networking components; careful consid-
eration is essential to help ensure that

8For more information, see “Dell High Availability Solutions Guide for Microsoft Hyper-V,” by Dell Inc., September 2008, available at support.dell.com/support/edocs/software/hyperv.
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the configuration provides the highest

level of performance for VM workloads.
Figure 4 shows an example Dell Hyper-V
deployment. This type of deployment
would include several key components:

= Windows Server 2008 Hyper-V:
Tenth-generation Dell PowerEdge
servers are specifically designed to
support virtualization platforms like
Hyper-V. Dell strongly recommends
installing Dell OpenManage Server
Administrator (OMSA) systems man-
agement software in the parent parti-
tion of each PowerEdge server.

= VM storage: To support Hyper-V high-
availability and quick migration fea-
tures for VMs, the VMs must be stored
on external storage such as the Dell
EqualLogic™ 5500E Internet SCSI
(iSCSI) storage area network (SAN)
array shown in Figure 4. Dell supports
a wide array of storage options in
Hyper-V environments, including Dell
PowerVault”, Dell EqualLogic, and
Dell/EMC arrays.?

=  SCVMM 2008: Administrators can con-
figure SCVMM 2008 in multiple ways
depending on the implementation
requirements. A basic configuration
would run SCVMM 2008 on a stand-
alone PowerEdge server using local
disks as storage. Attaching a storage
enclosure to the stand-alone server
hosting SCVMM 2008 is recommended
if the deployment requires a relatively
large library server. The library server
is a capability built into SCVMM 2008
for storing .vhd templates, inactive VM
files, ISO images, and so on.

= Infrastructure support: Typical deploy-
ments require a server to host key
infrastructure roles such as Active
Directory Domain Services, DNS, and
DHCP. A Windows-based domain con-
troller is required for SCVMM 2008 to
support its key capabilities.

= Management station: A management
station is essential to help administrators

effectively manage the virtualized infra-
structure. Because the management
station primarily runs client software
that communicates with the server
components, the management station
can be a Dell client platform such as a
Dell Latitude™ laptop or Dell Precision™
workstation. Typical management sta-
tions include the Hyper-V Manager
the SCVMM 2008
and Dell
OpenManage IT Assistant, which pro-

MMC console,
Administration Console,

vides one-to-many management for
PowerEdge servers running OMSA.

DEPLOYING SIMPLE, POWERFUL
VIRTUALIZATION

Microsoft Hyper-V technology is
designed to provide a simple yet power-
ful virtualization platform integrated
directly into the Windows Server 2008
OS. By taking advantage of architectural
enhancements, using appropriate man-
agement tools, and following Dell best
practices for planning and implementing
Hyper-V on Dell server and storage
hardware, administrators can help ensure
successful Hyper-V deployments in their

environments.®
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HIGHLY AVAILABLE
VIRTUALIZATION WITH
MICROSOFT HYPER-V
AND SCVMM 2008

In virtualized environments, high availability can be critical
to avoiding lost revenue, maintaining productivity, and

protecting data from system failure. Combining Microsoft®
Hyper-V" technology with Microsoft System Center Virtual
Machine Manager (SCVMM) 2008 on Dell” platforms can
help organizations create highly available virtualized
systems while offering simplified management, dynamic
performance, workload optimization, and reduced costs.

irtualization solutions can offer significant

benefits, helping boost IT efficiency and

capacity and providing a robust, simplified
environment while also helping significantly reduce
costs. However, virtualization can also create single
points of failure in critical environments: for example,
if an enterprise is running 10 production workloads
on 10 separate physical servers, the failure of a single
server would likely be inconvenient but not disas-
trous. However, in a virtualized environment with 10
production workloads running in 10 virtual machines
(VMs) on a single physical server, the failure of that
server could be catastrophic.

In addition, computing systems have become
such an integral part of enterprise environments that
severe consequences can occur when the systems
become unavailable. When critical functions such as
the Microsoft Active Directory® directory service, the
Microsoft Exchange messaging platform, or Microsoft
Office SharePoint® Server services are not accessible,
enterprises may face lost revenue, lost productivity,
reduced customer satisfaction, data loss, or even
diminished decision-making capabilities. As a result,
these computing systems must be available 24/7.

Introductory virtualization projects often focus

on reducing capital expenses rather than on

implementing holistic virtualized solutions. A com-
prehensive virtualized environment, however, goes
beyond consolidation to take advantage of the
encapsulation and portability of VMs as well as flex-
ible, powerful management tools. These features
enable administrators to use virtualization to help
increase availability, manage workloads effectively
without overprovisioning hardware, and implement
disaster recovery plans.

Microsoft Hyper-V technology and Microsoft
System Center Virtual Machine Manager (SCVMM)
2008 provide the core foundational components of
a comprehensive solution, helping organizations sim-
plify virtualized IT infrastructures, reduce costs, and
increase availability. With integrated administration,
administrators can use a single console to help cen-
tralize management of a heterogeneous VM infra-
structure, increase physical server utilization, quickly
provision new VMs, and provide dynamic perfor-
mance and resource optimization of hardware, oper-
ating systems, and applications. Dell can help
enterprises implement these features to extend their
use of virtualization and help provide enhanced ser-
vice levels, responsiveness, and enterprise agility (see
the “Microsoft Hyper-V in the real world” sidebar in
this article).

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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QUICK MIGRATION

In assessing the cost-effectiveness of a
high-availability environment, administra-
tors must balance the cost of downtime
against the cost of a proposed solution. The
first consideration to help minimize failures
should be the quality and reliability of serv-
ers and storage. To this end, Dell servers
and storage incorporate a broad array of
redundant features designed to maximize
availability. High-availability clusters can
provide the additional level of availability
required for critical applications. Hyper-V
takes this a step further by introducing an
advanced level of integration between the
Microsoft Windows Server® 2008 clustering
feature and the Hyper-V quick migration
feature (see Figure 1).

The quick migration feature can help
increase the availability and flexibility of
critical services during planned downtime
for maintenance, or quickly restore ser-
vices after unplanned downtime. It enables
administrators to rapidly fail over a run-
ning VM from one physical host to another
with minimal downtime.

HOST CLUSTERING

AND GUEST CLUSTERING

Hyper-V provides two different clustering
options—host clustering and guest
clustering—which can be used separately
or together. Host clustering is the more
common of the two. It enables VM host-
to-host failover without requiring the
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Figure 1. Microsoft Hyper-V quick migration

applications to be cluster aware; the
Windows Server 2008 clustering feature
manages the failover at the host level. This
capability enables applications that tradi-
tionally have been incompatible with clus-
tering to become highly available with little
or no additional configuration or modifica-
tion. Host clustering requires that host sys-
tems be running Windows Server 2008
Enterprise x64 Edition or Datacenter x64
Edition using a full or Server Core installa-
tion. VMs can run any guest OS supported
by Hyper-V (see the “Microsoft Hyper-V
guest OS support” sidebar in this article).
Guest clustering is less common than
host clustering, but takes a similar approach
to the one used to cluster other Microsoft

Windows® OS-based applications outside

a Hyper-V environment. Cluster services
within the guest OS manage the failover at
the VM level. Guest clustering requires that
host systems be running Windows Server
2008 Enterprise x64 Edition or Datacenter
x64 Edition using a full or Server Core
installation. VMs can run any cluster-
enabled Windows server OS (Windows
2000 Server, Windows Server 2003, or
Windows Server 2008). In addition, guest
clustering requires cluster-aware applica-
tions such as the Microsoft SQL Server®
2008 Enterprise Edition database platform
or the Microsoft Exchange Server 2007
Enterprise Edition messaging platform.
Because this approach contains the clus-
tered applications within a VM, it also

enables ancillary benefits such as increased

MICROSOFT HYPER-V IN THE REAL WORLD

Two companies currently benefiting from highly available Microsoft Hyper-V
solutions from Dell are Maxol Group, a venerable Irish-owned oil company,
and HotSchedules, which provides a leading software-as-a-service (Saa$)
labor scheduling and workforce management system. The Dell Infrastructure
Consulting team helped deploy both solutions as part of the Microsoft Rapid
Deployment Program for Hyper-V in advance of the product launch.

Maxol Group. Maxol takes advantage of Hyper-V to help increase the
reliability of its data centers. “We can keep all our virtual machines avail-
able at all times,” says Nicholas Merton, a member of the IT support team at
Maxol Dublin. “If anything happens to one server, the cluster automatically

moves the affected workloads to a new server, transparent to users. With

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

Hyper-V, we'll essentially eliminate downtime, which is important as we
move into several e-commerce ventures that require high reliability.”
HotSchedules. High availability is a critical requirement for
HotSchedules. Dell helped the company's IT group design a virtualized
infrastructure based on Hyper-V failover clusters. “We currently have 2,400
client installations online. \We could very well triple that number in the next
year, just by adding a few large chains,” says Ray Pawlikowski, president of
HotSchedules. “With the Dell infrastructure running Hyper-V, we could easily
deploy 120 virtual servers on just 12 physical machines to accommodate that
growth without maxing out our data center. The new infrastructure lets the

business pursue those large clients with confidence.”
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MICROSOFT
HYPER-V
GUEST OS
SUPPORT

Microsoft Hyper-V virtual machines (VMs)
can run any supported guest OS that has
been validated and granted integration com-
ponent support. Integration components are
sets of drivers and services designed to pro-
vide additional device support within VMs,
help maintain consistent VM states, and
enhance guest OS performance by enabling
the guest OS to use synthetic devices. Inte-
gration components included with Hyper-V
include a VMBus driver to provide transport
for synthetic devices, time synchronization to
keep VM clocks synchronized with the root
partition, mouse integration, a video driver, a
synthetic network driver, and synthetic stor-
age drivers.

For a list of the latest guest operat-
ing systems supported by Hyper-V, visit
www.microsoft.com/windowsserver2008/en/

us/hyperv-supported-guest-0s.aspx.

hardware utilization, quick and intelligent
provisioning, and increased availability
options.

SQL Server and Exchange can be made
highly available in a number of ways, each
with its own particular considerations.
Administrators should weigh the advan-
tages and disadvantages of each approach
carefully before deciding on a specific plan.
The Dell Infrastructure Consulting team can
provide expert guidance to help organiza-
tions design a suitable custom solution.

PLANNED FAILOVER

AND UNPLANNED FAILOVER

In addition to understanding the two types
of clustering options, administrators should
also be sure they understand the two types
of failover events: planned failover and
unplanned failover. A planned failover is an
administrator-invoked migration of VMs
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Figure 2. Example Dell high-availability reference configuration

from one or more clustered nodes to one
or more other available nodes. These
failovers are most commonly used during
maintenance windows or to provision a
workload across clustered nodes. The
Hyper-V quick migration feature saves the
state of a running VM by writing the VM
memory to disk on shared storage, moves
the storage ownership from one node to
another, and then restores the VM state on
the second node. The failover speed
depends on several factors, including
amount of memory, storage and intercon-
nect performance, and even the guest OS
version used in the VM. In a typical environ-
ment, failover would generally complete in
15-120 seconds.

Conversely, an unplanned failover
occurs without administrative interaction
and typically results from a hardware
device failure or power outage. In the case
of unplanned downtime, the workload
state cannot be saved; instead, the
resources written to the disk would be
failed over from the shared storage auto-
matically based on administrator-defined
options. The duration of the service
outage is typically longer than that of a
planned failover because the VMs must
complete the entire boot sequence rather
than the saved state sequence used in a
planned failover. (Both VMware® VMotion™
technology and the Hyper-V quick migra-
tion feature must reboot guest VMs fol-

lowing an unplanned failover.)

BEST PRACTICES FOR HYPER-V
HIGH AVAILABILITY
Implementing Hyper-V high-availability
solutions can be challenging even for
experienced IT administrators. Dell helps
simplify the adoption of this technology
by introducing tools and services such as
support matrices, reference configura-
tions (see Figure 2), the Dell Virtualization
Advisor tool, and services from the Dell
Infrastructure Consulting team.
Necessary cluster components and
dependencies include the following:

= Host nodes: Each Hyper-V cluster uses
2-16 compliant physical servers to host
VM workloads. These servers should
run Windows Server 2008 Enterprise
x64 Edition or Datacenter x64 Edition
to host the failover clustering feature
as well as the Hyper-V role. The guest
VMs can run any combination of client-
or server-based operating systems
currently supported with Hyper-V.
= Shared storage: Shared storage should
be provisioned to support the clusters.
This requirement is delivered on
Internet SCSI (iISCSI)- or Fibre Channel-
based storage area networks (SANs)
with high-performance hard disks.
Direct attach storage (DAS) can also
be added on Dell PowerVault”MD3000
enclosures. Windows Server 2008
provides connectivity natively for iSCSI
through the Microsoft iSCSI Software

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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Initiator, while the Microsoft Multipath
I/O framework helps make SAN con-
nectivity straightforward to configure
and helps increase availability.

= Network interconnects: Hyper-V clus-
ters require network interconnects for
a series of objectives and dependen-
cies. These dependencies include net-
work interface cards (NICs) for parent,
guest, or iISCSI interconnects; host bus
adapters (HBAs) for Fibre Channel-
based storage; and Serial Attached
SCSI (SAS) adapters for DAS arrays.

= Other dependencies: Administrators
should also know the requirements of
their particular environment, which may
include Active Directory domain services,
Domain Name System (DNS), TCP/IP

addressing, and appropriate credentials.

Dell best practices for implementing
highly available systems based on Hyper-V
include the following:

= Use servers that carry the “Designed
for Windows” logo.

= Use SCVYMM 2008 to manage complex
solutions and help ensure intelligent
workload provisioning.

= Use tools such as PlateSpin PowerRecon
to assess and establish baselines for the
physical environment’s performance
requirements before proceeding with a
virtualization implementation.

= |nstall the latest Microsoft Quick Fix
Engineering (QFE) updates for Hyper-V
and clustering through Windows
Server Update Services.

= Validate that the shared storage solution
is compliant with both Windows Server
2008 and Hyper-V clustering; some
solutions may be Windows Server 2008
compliant but not support Hyper-V clus-
tering. Check with the storage vendor to
learn whether updates to existing firm-
ware and drivers are necessary.

= Use the Node and Disk Majority option
for the cluster witness (called the

quorum in previous Windows Server
versions) model in most single-site
cluster deployments. Defer to the stor-
age vendor for the optimal selection.

= Use Server Core deployments as often
as possible for host servers and/or
VMs. In addition to providing adminis-
trative benefits, VMs using Server Core
installations can fail over significantly
faster than VMs using comparably con-
figured full installations with a graphi-
cal user interface. In addition, because
Server Core installations typically
require less memory and hard disk
resources than full installations, the
same host space can support addi-
tional VMs.

= For hard disks, provision one or more
discrete logical units (LUNs) to each
VM to enable individualized VM failover.
Use tools such as Sanbolic Kayo if clus-
ter file systems and multiple VMs per
LUN are necessary. In addition, use
highly available mount points for
implementing more than 21 drive let-
ters (LUNs) within a cluster, and use
fixed virtual hard disks for optimal flex-
ibility and enhanced performance.

= For scalable solutions, add a single
dedicated Gigabit Ethernet NIC port
for every four VMs, depending on indi-
vidual VM network |/O requirements.
These guest network NIC ports are in
addition to the other required ports
recommended for Hyper-V parent par-
tition accessibility, cluster heartbeats,
and iSCSI connectivity (if required).!

MICROSOFT SUPPORT FOR
VIRTUALIZED APPLICATIONS
Virtualization in critical enterprise envi-
ronments has often been hampered by
complex and confusing support policies.
For example, many vendors provide “best
effort” virtualization support that requires
administrators to reproduce the problem
on physical hardware before they will
offer support.

As of August 2008, Microsoft has radi-
cally changed its policies for the most com-

monly used Microsoft applications—including
SQL Server, Exchange, and the System
Center family—to provide support in virtual-
ized environments. These support changes
apply not only to Hyper-V, but to hyper-
visors from other vendors as well. For
Microsoft to support its applications on
hypervisors from other vendors, these ven-
dors must participate in the Microsoft
Server Virtualization Validation Program.?

SIMPLIFIED HIGH AVAILABILITY
FOR VIRTUALIZED ENVIRONMENTS
Microsoft Hyper-V technology combined
with SCVMM 2008 can provide organiza-
tions with flexible, highly available virtu-
alization for Dell platforms. By deploying
these tools and taking advantage of
expert guidance from the Dell Infrastructure
Consulting team, enterprises can move
beyond basic hardware consolidation
toward a holistic virtualized environment
designed for simplified management,
dynamic performance and resource opti-
mization, and reduced infrastructure and
operational costs.h

Ray Weinstein is a global practice lead for
the Dell Infrastructure Consulting Microsoft

Practice.

Burk Buechler is a senior global product
the Dell

Consulting Microsoft Practice.
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'For more information on best practices, see “Hyper-V Planning and Deployment Guide,” by Microsoft Corporation, August 2008, www.microsoft.com/downloads/details.aspx?FamilylD=5DA4058E-72CC-4B8D-BBB1-5E16A136EF42;
and "Step-by-Step Guide for Testing Hyper-V and Failover Clustering,” by Microsoft Corporation, May 2008, www.microsoft.com/downloads/details.aspx?FamilylD=CD828712-8D1E-45D1-A290-7EDADF1E4EIC

?For more information on Microsoft support policies for virtualized environments, visit support.microsoft.com/?kbid=357006. For more information on the Server Virtualization Validation Program, visit www.windowsservercatalog.com/svvp.
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By Jeremy Ford
Roberto Ayala

FLEXIBLE COMPUTING:
ADVANCING END-USER
PRODUCTIVITY WITH

CENTRALIZED CONTROL

Supporting an increasingly distributed workforce can be
a huge drain on IT resources. By enabling a customized

end-user experience with server-based control of data,
settings, and applications, the Dell” Flexible Computing
Solutions suite of products and services is designed to
simplify management, enhance security, and lower total

cost of ownership.

he traditional client computing landscape is

evolving rapidly as business-critical applica-

tions and data continue to grow in size, scope,
and complexity. The increasing challenges facing IT
departments around manageability, data security,
disaster recovery, compliance, and budget constraints
are increasing interest in alternatives to traditional
PCs. There is particular interest in “locked-down”
server-based computing models that tend to empha-
size IT control over end-user flexibility.

When it comes to enterprise computing, however,
there has been a tenuous link between IT control and
end-user flexibility. This already strained relationship
may reach a breaking point as the expanding global
workforce becomes increasingly mobile and end users
are demanding anytime, anywhere access to data and
productivity tools from a diverse range of client
devices—including not just traditional PCs, but also
PDAs, cell phones, public kiosks, and more.

Managing such environments can be a huge drain
on IT time and resources. Day-to-day client manage-
ment tasks such as deploying, patching, and migrat-
ing images, applications, and data can be burdensome
and costly. Also, as workers employ a broadening
range of client devices to access enterprise networks
from remote locations, tasks such as enforcing secu-
rity, ensuring organizational and regulatory compli-
ance, and recovering systems and data following a

disaster can also increase in difficulty. It is clear that
a “one size fits all,” locked-down solution is not the
answer to this growing challenge.

To help simplify the task of supporting enterprise
workforces, many organizations are turning to com-
puting models that centralize control of end-user data
and images while promising to offer workers the same
flexibility and functionality they have come to expect
from their client devices—if not better.

To help organizations realize the benefits of these
emerging client computing architectures, Dell has
introduced the Dell Flexible Computing Solutions
suite of products and services, designed to enhance
productivity, simplify management, and lower total
cost of ownership. This suite includes products and
technologies suited to different types of environ-
ments along with a comprehensive set of design,
implementation, and support services to help orga-
nizations deploy and manage Dell Flexible Computing
Solutions optimized for their particular needs.

With flexible computing, the “digital identity” of
a worker—data, user preferences, applications, and
even the OS—is decoupled from the individual client
device and moved to the server. But unlike previous
generations of server-based computing models,
emerging flexible computing solutions embrace
advances such as desktop virtualization to enable an
expanded range of client functionality, flexibility, and

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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device options. This approach allows

organizations to gain the benefits of cen-
tralized control—such as enhanced man-
ageability and security—while providing
end users with the functionality and mobil-
ity that can boost their productivity when
using PCs and other devices.

DESIGNING FOR A DIVERSIFIED
LANDSCAPE

Flexible computing has the potential to
offer the benefits of centralized control
combined with rich client functionality,
flexibility, and mobility. Because the
needs of enterprise workers can be com-
plex and variable, however, no single flex-
ible computing solution is likely to fit
every situation.

As a result, IT organizations must con-
sider the requirements of all stakeholders
(including client and data center IT staff,
facilities staff, and end users) to get a clear
view of which users these technologies are
best suited for. Less comprehensive
approaches that are not end-to-end tend
to move the problem around the enterprise
without really solving the core issues that
generate complexity.

To help organizations assess the appro-
priate solution for their needs, Dell
Infrastructure Consulting Services (ICS)
offers a comprehensive End User Profiling
Assessment service. With this service, Dell
ICS utilizes an end-user “fingerprinting”
methodology to analyze the needs of both
the end users and the organization as a
whole. The resulting usage profile, or “End
User Fingerprint,” segments end users
based on their complexity of workload,
level of mobility, and sensitivity of data and
can be used to determine the appropriate
traditional solutions or Flexible Computing
Solutions for that organization.

All Dell Flexible Computing Solutions
are similar in that they locate the end
user’s digital identity on the server.
Individual solutions differ, however, in the
way processing is distributed between
client device and server (see Figure 1):

On-Demand
Desktop Streaming

e Client boots from external
networked storage

e Streamed OS helps provide
graphics-rich performance
while retaining security

e Solution is well suited for
campus-based environments

Virtual
Remote Desktop

* Desktop image executes on
the server, with presentation
streamed to a client

e Embedded QS can provide
simple virtual desktop
implementations

e Solution is well suited for
highly mobile workers using
a variety of devices

Dedicated
Remote Workstation

© \Workstation is relocated to
the data center and accessed
through a portal device

* Remote access device enables
secure access to workstation-
class performance

e Solution is well suited for
stationary workers running
complex applications remotely

Diskless Dell OptiPlex 755,
OptiPlex 760, and OptiPlex 960
(shown) with Dell EasyConnect
options and Dell OptiPlex FX160
thin client

Dell OptiPlex FX160 thin client

—

Dell Precision R5400 rack
workstation with Dell FX100
remote access device

Figure 1. The Dell Flexible Computing Solutions suite helps meet a broad range of organizational requirements

= Dell On-Demand Desktop Streaming™

(ODDS) solution: With ODDS, storage
is moved from the client to the server.
Each client boots from networked stor-
age but retains processor, graphics
processing, and user interface func-
tions. ODDS is well suited to campus-
based environments in which workers
require excellent graphics and pro-
cessing performance.

= Dell Virtual Remote Desktop (VRD)

solution: With VRD, storage and pro-

cessor functionality—the client
“desktop”—are offloaded to the server
and virtualized, and the client device
itself performs only graphics process-
ing and user interface functions. VRD
is well suited to highly mobile workers
who may use a variety of devices from

different locations.

= Dell Dedicated Remote Workstation

(DRW) solution: With DRW, the entire
physical workstation is located centrally,
and the display is accessed through a
portal device. DRW is well suited to
stationary workers running complex
applications in which the preferred
workstation location may be outside the
immediate physical environment—for
example, specialized medical applica-
tions in an operating room.

To help with the design, implementa-
tion, and ongoing support of a flexible
computing solution, Dell ICS offers several
other services including a one-to-two-day
flexible computing workshop—which pro-
vides an introduction to flexible comput-
ing and the range of solutions available—as
well as comprehensive design and imple-
mentation services. Dell also offers a wide
range of Dell ProSupport services for
ongoing support of a flexible computing
implementation.

OPTIMIZING FLEXIBILITY AND
SESSION MOBILITY WITH VRD

For organizations that must support
remote office or mobile workers who may
use a variety of client devices, the VRD
approach offers optimal flexibility for
client devices while retaining server con-
trol of the digital identity for each end
user. VRD leverages either VMware®
Virtual Desktop Infrastructure or Citrix®
XenDesktop™ software to enable workers
to access centrally managed, server-based
virtualized desktops from a range of
devices, including traditional PCs, special-
ized Dell Flexible Computing thin clients
such as the Dell OptiPlex” FX160 desktop,’
and many other devices such as public
kiosks and PDAs (see Figure 2).

' For more information on the new Dell OptiPlex family, including the OptiPlex FX160 thin client, see “Powering Business Productivity with Dell OptiPlex Desktops,” by David Schweighofer, in Dell Power Solutions, November 2008,

DELL.COM/Downloads/Global/Power/ps4q08-20090123-0ptiPlex.pdf.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

DELL.COM/PowerSolutions 27


http://DELL.COM/Downloads/Global/Power/ps4q08-20090123-OptiPlex.pdf

FEATURE SECTION:

Connection
broker

Clients

End users

HMiNjNjNj

VIRTUALIZATION AND FLEXIBLE COMPUTING

Virtual desktops

Centralized servers

Data center

Figure 2. The Dell Virtual Remote Desktop solution offers optimal flexibility for client devices

By enabling access through a wide
range of endpoint devices, VRD can dra-
matically enhance flexibility and mobility
for workers on the go. In fact, with VRD,
end users can access virtualized desktops
from nearly any device or networked PC
as long as it is equipped with either a
connection broker or Web accessibility.
And because VRD enables session mobil-
ity, users can move from one device to
another without losing state.

In addition to offering enhanced end-
user flexibility, the VRD approach helps
simplify client management dramati-
cally. By storing and managing virtual-
ized desktops on the server, for example,
the VRD approach helps eliminate the
need to provision and manage individual
client devices. As a result, administrators
may provision new desktops in minutes
and avoid imaging individual client
devices. Also, because applications and
data are stored centrally instead of on a
client device, basic management tasks
such as patches, upgrades, and support
can be handled quickly and efficiently.

The VRD approach can also enhance
security, simplify regulatory and orga-
nizational compliance, and facilitate
disaster recovery. For example, because
data—including the digital identity of
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each user and valuable organizational
data—is stored centrally, IT managers
can efficiently and effectively control
and manage access and help ensure
regulatory and organizational compli-
ance. Also, because data is not stored
on the client device, security is not
compromised in the event of device
failure, loss, or theft. And because vir-
tualized desktops are centrally located,
they can be backed up and recovered
in minutes, helping accelerate recovery
time and enhance overall business

continuity.

SUPPORTING THE END-USER
EXPERIENCE WITH ODDS

For organizations that support end users
who work in campus-based environments
and require excellent graphics and pro-
cessing performance, ODDS enables an
outstanding user experience while main-
taining centralized control. In particular,
ODDS allows client PCs to use Dell
EasyConnect™ technology to boot and
run from networked storage, helping
avoid the need for a local disk. Clients
can be standard PCs or specialized disk-
less clients such as Dell OptiPlex FX160,
OptiPlex 760, or OptiPlex 960 desktop

computers.

PROVIDING REMOTE ACCESS
WITH DRW

For organizations that require workstation-
class performance in situations in which
the workstation is not suited to fit in a
specific physical location—for example,
using specialized medical applications in
an operating room—the DRW solution
enables high-performance remote work-
station access. In particular, DRW com-
bines the Dell Precision”™ R5400 rack
workstation with the Dell FX100 remote
access device to enable secure, high-
performance access to workstation-class
performance.

SUPPORTING DIVERSE NEEDS

Dell Flexible Computing Solutions com-
bine leading-edge products and tech-
nologies with a comprehensive set of
world-class services to help support the
evolving needs of increasingly diverse
enterprise workforces. By combining
centralized control with enhanced client
functionality, flexibility, and mobility, Dell
Flexible Computing Solutions enable
organizations to simplify management,
enhance security and recoverability, and
lower total cost of ownership.L'J

Jeremy Ford is a senior technology strate-
gist in the Office of the CTO at Dell.

Roberto Ayala is a senior product market-
ing manager in the Dell Global Relationship
Marketing Group.
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Irtualization is only
half the battle for efficiency.
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21 Rack enclosures that are HD-Ready
3 Metered PDUs at the rack level
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UPS power that is flexible and scalable

<!

InfraStru/ {ure

DATA CENTERS ON DEMAND

Virtualization is here to stay.

And it's no wonder — it saves space and energy while letting you maximize . .

your IT resources. But smaller footprints can come at a cost. Virtualized servers, Y(lll (_:gll dep JY 'dﬂ"Sﬂy raCkS "ght Nnow...

even at 50%. capacity, require special attention to cooling, no matter their size Deploy InfraStruXure as the foundation of your entire

or their location. data center or server room, or overlay into

1. Heat Server consolidation creates high densities — and high heat — per rack, an existing large data center.
risking downtime and failure.

2. Inefficiency Perimeter cooling can't reach heat deep in the racks. And over SCHEMATIC LEGEND:
cooling is expensive and ineffective. ERCUNTS
) . . . [ STANDARD DENSITY RACKS
3. Power Events Virtual loads move constantly, making it hard to predict available I CENTRALIZED UPS

power and cooling, risking damage to your network. Ml INFRASTRUXURE HD-READY ZONES
The right-sized way to virtualize. Figure 1
With the new HD-Ready InfraStruXure architecture, you can take on high density ol 119t COOLING USAGE/CAPACITY
by cooling the virtualized high-density row, controlling power at the rack level, and Eﬂlme"cy and Virtuallzatm“ I SERVERS

managing the system with advanced software and simulation. Though virtualizing Your servers are effcient, butis your power and cooling? s POWER USAGE/CAPACITY

saves energy, true efficiency also depends on the relative efficiencies of power, i Hy Big gains could be made with both server
cooling, and servers. Right-sizing one and not the others (See Figure 1) leaves Pre-Server Virtualization 27 power and cooling.
efficiency savings on the table. To right-size, depend on the efficient, modular [ Correct Server Utlization [~ 29% *
HD-Ready InfraStruXure and neutralize heat at the source. Equipment will be safe O Correct-sized Power H I
and efficient running closer to 100% capacity. [ Correct-sized Cooling - Efficiency
Don't agonize, virtualize. Post-Server Virtualization oot gant e oy uming. -
What are you waiting for? With HD-Ready InfraStruXure architecture anyone can [ Corect Server Utilization [ 1 6% *
virtualize... anytime, anywhere. Just drop it in and go. [ Correct-sized Power u I

[T Correct-sized Cooling L Efficiency

Why do leading companies prefer InfraStruXure 6 to 1 over traditional s .
data center designs? Find out at www.xcompatible.com* Server Virtualization with Power and Cooling

Right-sized power and cooling tip the balance back in your favor.

[ Correct Server Utilization 0>
[ Comect-sized Power I I
[ Correct-sized Cooling . Eficiency

*According to the Green Grid, data center efficiency indicates how

The following have been tested and work effectively with InfraStruXure Solutions. Go to www.xcompatible.com to leam more. < @ « 11,c green griq  "eh data center power s consumed by servers compared to power
. and cooling infrastructure. If you right-size one without the other, you

® won't realize your full efficiency potential. See details in APC White
IE SQUARE D t.a.c ' pﬂ‘ ” Paper #126: "An Improved Architecture for High-Efficiency, High-Density

Data Centers”

Download a FREE copy of APC White Paper #126: APC
&= | "An Improved Architecture for High-Efficiency, High-Density Data Centers™
~ | Visit www.apc.com/promo Key Code e919w e Call 888-289-APCC x9722  Fax 401-788-2797 by Schneider Elecctric

For more information on this APC Solution, please contact your local Dell representative.

©2008 American Power Conversion Corporation. Al trademarks are owned by Schneider Electric Industries S.A.S.. American Power Conversion Corporation or their affiliated companies.
*As determined by a survey of customers who converted to InfraStruXure architecture.
e-mail: esupport@apc.com ® 132 Fairgrounds Road, West Kingston, RI 02892 USA 998-0899_alt



PRODUCT SHOWCASE:
DELL OPTIPLEX DESKTOPS

Related Categories:
Dell Client Manager
Dell OptiPlex desktops
Flexible computing

Systems management

Visit DELL.COM/PowerSolutions

for the complete category index

30 DELL POWER SOLUTIONS | November 2008

By David Schweighofer

POWERING BUSINESS
PRODUCTIVITY

WITH DELL OPTIPLEX
DESKTOPS

The new Dell” OptiPlex™ family of desktop computers

is designed to deliver high performance, flexibility,
and reliability together with enterprise-class security
and enhanced manageability in an environmentally
conscious way—helping organizations to maximize
employee productivity, simplify management, and
lower total cost of ownership.

oday’s enterprise IT departments are under con-

stant pressure to deliver high performance and

advanced functionality to the desktop comput-
ers of end users. However, managing enterprise-wide
desktop infrastructures can be a challenge. Deploying,
monitoring, and managing desktops to help optimize
performance and safeguard business continuity can
be expensive and time-consuming; protecting enter-
prise networks and data from malicious threats and
unauthorized access can be difficult; and energy costs
are skyrocketing.

The new Dell OptiPlex family of desktop computers
combines performance, flexibility, and reliability
enhancements that are designed to help enterprises
address these challenges (see the “Built for business:
Dell OptiPlex desktops at a glance” sidebar in this arti-
cle). The OptiPlex family offers enterprise-class security,
advanced management capabilities, and an environ-
mentally conscious design that enable organizations to
maximize employee productivity—while helping to pro-
tect enterprise data and networks, simplify manage-
ability, and reduce total cost of ownership.

BALANCING PERFORMANCE, FLEXIBILITY,
AND STABILITY

Dell OptiPlex desktops are designed to deliver excel-
lent performance and functionality in a variety of form

factors. For example, the chassis of the OptiPlex 960—
the flagship model in the family—is designed to be
stronger, quieter, and faster to service than previous
OptiPlex models. Based on Intel® Core"2 Duo and Core 2
Quad processors, the OptiPlex 960 features up to
8 GB of double data rate 2 (DDR2)-800 RAM and up to
four simultaneous independent video displays. Optional
solid-state drives help increase performance and reli-
ability, while additional security options are designed
to make the OptiPlex 960 more secure than previous
generations of the same family. In addition, DisplayPort’
and optional internal wireless capabilities are available
in mini-tower, desktop, and small form-factor chassis.

OptiPlex systems can enhance flexibility for the
enterprise because they can be configured easily to
help meet individual organizational and employee
needs. Systems are built to order at the factory, and
Dell Custom Factory Integration (CFIl) services are
available for advanced customization and individual-
ization. Dell also offers ImageDirect, a Web-based
service that enables organizations to securely create,
test, manage, and deploy images.

OptiPlex desktops are designed to support Dell
Flexible Computing Solutions such as the Dell
On-Demand Desktop Streaming™ solution. OptiPlex
960 and OptiPlex 760 models are available in flexible
diskless configurations for On-Demand Desktop

'For more information on DisplayPort technology, see “Mobility and Dynamic Graphics: New Dell Precision Workstations Shine,” by Richard Thwaites, in Dell Power Solutions, August 2008,

DELL.COM/Downloads/Global/Power/ps3q08-20080407-Thwaites.pdf.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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Streaming. In addition, the OptiPlex FX160
enables thin client usage models such as

the Dell Virtual Remote Desktop solution.
The OptiPlex FX160 thin client is designed
specifically for flexible computing and can
be used with either On-Demand Desktop
Streaming or Virtual Remote Desktop.?

OptiPlex desktops are also designed
for stability, including support for long life
cycles of up to 36 months. In addition, Dell
global standard platforms help simplify
worldwide standardization of desktop
configurations.

SAFEGUARDING INFORMATION
WITH MULTILAYERED SECURITY
To help protect sensitive enterprise data
and networks, Dell OptiPlex desktops
offer comprehensive security features.
Starting at the system protection level,
anti-chassis-intrusion features help pro-
tect internal components from theft. A
Chassis Intrusion Switch can give the IT
department automatic alerts about theft
attempts, and I/O interface security fea-
tures can flag potential breaches for IT
administrators. Intel Trusted Execution
Technology provides hardware-based
mechanisms that help protect against
software-based attacks. In addition, CFI
asset tags and security labels can help IT
departments track equipment easily.

At the data protection level, optional
encrypted hard drives are available for the

OptiPlex 960 model. Dell ProSupport offers
hard drive data protection and recovery as
well as data destruction services.

Some OptiPlex systems incorporate
smart card and biometric readers to help
prevent unauthorized users from access-
ing the system. The OptiPlex 960 model
supports secure wireless networking and
preboot authentication for enhanced
security. As an additional safeguard layer,
Dell ControlPoint software® with Trusted
Platform Module (TPM) 1.21 technology
supports centralized management of
security preferences and accessibility
settings—helping enterprise IT managers
maintain consistent security policies even
in physically distributed environments.

PROVIDING CUSTOM
MANAGEABILITY AND SUPPORT
Dell OptiPlex desktops feature a wide
range of serviceability, manageability, and
support options to help organizations sim-
plify problem diagnosis and resolution,
reduce the need for desk-side visits, and
streamline deployment and management.
Serviceability features include a chassis
that does not require tools to access, Dell
DirectDetect™ LEDs designed to facilitate
efficient hardware diagnostics, an intuitive
Dell client configuration utility, and Dell
Client Manager” software from Altiris.
Remote management capabilities also

help simplify and automate maintenance

tasks involving OptiPlex desktops. For
example, the OptiPlex 760 features basic
Intel Active Management Technology
(AMT) 5.0 for remote management tasks.
Going one step further, the OptiPlex 960—
the most advanced member of the OptiPlex
family—offers Intel vPro™ technology that
helps provide robust hardware-based
security and enhanced maintenance and
management capabilities. Because these
capabilities are built into the hardware,
vPro technology enables OS-absent man-
agement and increased security even when
the desktop is off, the OS is unresponsive,
or software agents are disabled.

Microsoft® System Center Operations
Manager (SCOM) software provides a
simplified monitoring environment that
helps IT departments track thousands of
servers, applications, and clients to pro-
vide a comprehensive view of the health
of an organization’s IT environment,
including OptiPlex desktops. The Dell
Management Pack for Microsoft System
Center complements SCOM 2007 by
extending its management capabilities to
OptiPlex operating systems, applications,
and other technology components.

Dell ProSupport helps further simplify
management of OptiPlex infrastructures
with customizable support and service
offerings. Asset and data protection ser-
vices can help guard against losses, while
support options such as same-day response

The new Dell OptiPlex family combines high performance, flexibility, and reliability to help maximize productivity, simplify management, and lower total cost of ownership

2For more information on Dell Flexible Computing Solutions, see “Flexible Computing: Advancing End-User Productivity with Centralized Control,” by Jeremy Ford and Roberto Ayala, in Dell Power Solutions, November 2008,

DELL.COM/Downloads/Global/Power/ps4q08-20090139-Flex.pdf.

*For more information on Dell ControlPoint software, see “Mobility Redefined,” by Jeanne Feldkamp, Daniel Bounds, Terry Myers, and Tom Kolnowski, in Dell Power Solutions, August 2008, DELL.COM/Downloads/Global /Power/

ps3q08-20080388-CoverStory.pdf.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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PRODUCT SHOWCASE:

DELL OPTIPLEX DESKTOPS

and on-site service allow enterprise IT
departments to address critical issues with

minimal disruption to the business.

DELIVERING ECO-FRIENDLY
ENERGY EFFICIENCY

In addition to delivering high performance,
outstanding security, and simplified man-
ageability, Dell OptiPlex desktops are engi-
neered to be environmentally friendly.
With an energy-efficient processor design,
power supplies designed to be up to
88 percent efficient, thermally efficient
Balanced Technology Extended (BTX)

chassis, and a range of Dell Energy Smart
options, the OptiPlex family can play a role
in reducing power consumption in day-to-
day operations, helping to conserve energy
and reduce total cost of ownership. Remote
power-settings management enables
administrators to implement energy-saving
measures across the enterprise. In addition,
Dell is planning Energy Star- and Electronic
Product Environmental Assessment Tool
(EPEAT)-certified configurations.
OptiPlex desktops also feature envi-
ronmentally friendly chassis, packaging, and
services. The OptiPlex 960 chassis are

BUILT FOR BUSINESS:
DELL OPTIPLEX DESKTOPS

AT A GLANCE

Designed to optimize performance, flexibility, and reliability while providing outstanding security and

enhanced manageability—all in an eco-friendly way—the Dell OptiPlex family of desktop computers

offers a range of models that can help enterprises enhance employee productivity, streamline admin-

istration tasks, and reduce total cost of ownership.

-m suitabi“ty to task

OptiPlex FX160

Intel Atom™ processor; up to 4 GB of

Flexible thin client in tiny desktop

32

OptiPlex 360

OptiPlex 760

OptiPlex 960

RAM; optional 80 GB hard drive; up
to 2 GB of flash storage; native VGA
and Digital Visual Interface (DVI) sup-
port; Altiris® Deployment Solution™
management software

Intel Celeron® up to Intel Core 2
Duo processor; up to 4 GB of RAM;
support for two drives in mini-tower
chassis; native VGA, optional DVI,
and PCI Express (PCle) x16 add-in
card; Dell Client Manager software

Intel Pentium® D or Intel Core 2 Duo
processors; up to 8 GB of RAM;
support for two drives in mini-tower
chassis; native VGA and DisplayPort
support and optional DVI and

PCle x16 add-in card; Dell Client
Manager software; basic Intel

AMT 5.0 technology

Intel Core 2 Duo or Core 2 Quad
processors; up to 8 GB of RAM;
support for two drives in mini-tower,
desktop, and small form-factor
chassis; native VGA and DisplayPort
support and optional DVI and PCle
x16 add-in card; Dell Client Manager
software; Intel vPro technology

DELL POWER SOLUTIONS | November 2008

form factor offering robust memory
and storage with low energy con-
sumption

Solid performer offering essential
business value with core productiv-
ity and reliability features

Mainstream performer offering
security, manageability, reliability,
energy efficiency, and productivity
features

Technologically advanced performer
offering security, management flex-
ibility, and reliability features with
energy efficiency and long product
life cycle

designed to incorporate 10 percent post-
consumer recycled content and to be bro-
minated flame retardant (BFR) and
polyvinyl chloride (PVC) free. Dell packag-
ing is designed to be up to 89 percent
recyclable. Dell also enforces strict com-
pliance with worldwide Restriction of
Hazardous Substances (RoHS) guidelines,
which restrict the use of certain hazardous
substances (such as lead and mercury) in
electrical and electronic equipment. In
addition, optional eco-delivery and asset
recovery services are available.

POWERING BUSINESS
PRODUCTIVITY

The new Dell OptiPlex family of desktop
computers is designed to meet the myriad
IT management challenges of enterprise
desktop infrastructures. Combining high
performance, flexibility, and reliability with
an energy-efficient and environmentally
friendly design, these desktops can help
maximize employee productivity, simplify
management, and lower total cost of
ownership.®

David Schweighofer is the worldwide out-
bound marketing manager for Dell client
solutions on the Dell Global Relationship
Marketing team. He has a degree in Marketing
and Organization as well as an M.B.A. from

the HEC Lausanne business school.
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OPTIPLEX SERIOUS BUSINESS
FEATURING THE INTEL® CORE™2 DUO PROCESSOR WITH VPRO™ TECHNOLOGY

SIMPLIFY YOUR DESKTOP COMPUTING AT DELL.COM/OptiPlex
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By Richard Thwaites

DELL PRECISION R5400
RACK WORKSTATIONS
OFFER POWERFUL
PERFORMANCE AND
SECURE REMOTE ACCESS

Organizations in manufacturing, energy, digital content

creation, and other industries require workstation-class
performance for compute- and graphics-intensive appli-
cations. The Dell Precision” R5400 rack workstation and
optional Dell” FX100 remote access device enable secure
access to applications and data with outstanding perfor-
mance for an increasingly mobile workforce.

Ithough desktop systems excel at a wide

range of tasks, some compute- and graphics-

intensive applications demand more process-
ing power than these systems are equipped to handle.
Whether an automaker needs to accelerate the analysis
of crash test simulations, an energy firm needs to
increase the detail of reservoir models, or a digital pro-
duction studio wants to enhance the realism of ani-
mated characters—organizations are increasingly
turning to workstations to achieve performance that
surpasses what desktops can offer without incurring
the cost or complexity of a large-scale infrastructure.

Such organizations need workstations with high-
performance processors, chipsets, and memory to
process large data sets quickly. And they require
graphics performance that can provide high-
resolution models and deliver creative output quickly.
Failing to meet those requirements can result in
lost productivity, missed revenue opportunities, and
failed designs.

At the same time, organizations are challenged
to extend workstation-class performance to an
increasingly remote workforce. By enabling remote
designers, geographically dispersed oil exploration
groups, or remote teams of scientists to access

high-performance systems in a centralized location,
organizations can optimize resources without having
to deploy and manage systems in distant locations.
Remote access can also help organizations protect
workers and foster productivity by moving employ-
ees out of dangerous or difficult work environments
such as oil well heads or factory floors. Whatever
the goals, achieving secure remote access can be
difficult using traditional remote access solutions.
Organizations need to provide easy access to shared
data and deliver performance that is on par with
local workstation access (one-to-one access) while
keeping data secure.

Together, the Dell Precision R5400 rack worksta-
tion and the optional Dell FX1I00 remote access
device are designed to provide the performance
required for compute- and graphics-intensive
applications along with secure access for remote
employees. The Dell Precision R5400 workstation and
Dell FX100 remote access device are also key com-
ponents of the Dell Flexible Computing Solutions
offering, a suite of solutions designed to help orga-
nizations meet the demands of distributed workforces
while maintaining security and manageability through
centralized control of user data and images.

"For more information on Dell Flexible Computing Solutions, see “Flexible Computing: Advancing End-User Productivity with Centralized Control” by Jeremy Ford and Roberto Ayala, in Dell
Power Solutions, November 2008, DELL.COM/Downloads/Global/Power/ps4q08-20090139-Flex.pdf.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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““Together, the Dell Precision R5400
rack workstation and the optional
Dell FX100 remote access device are
designed to provide the performance
required for compute- and graphics-
intensive applications along with
secure access for remote employees.”

DELIVERING POWERFUL
PERFORMANCE IN HIGH-DENSITY
RACK ENVIRONMENTS

The Dell Precision R5400 rack worksta-
tions combines powerful processors and
large-memory configurations to help
deliver the performance required for
compute-intensive tasks. Equipped with
a two-socket motherboard, the Dell
Precision R5400 can be configured with
either dual- or quad-core Intel® Xeon®
processors for up to eight total cores.
Compared with single-core systems, the
multi-core architecture of the Dell
R5400 can dramatically
increase performance for multi-threaded

Precision

applications and multitasking environ-
ments. The quad-channel, fully buffered
dual in-line memory module (DIMM)
architecture supports large-memory
configurations—with up to 32 GB of total
memory—that enable users to work with

large data sets.

The Dell FX100 remote access device (center) enables secure remote access
to the Dell Precision R5400 rack workstation (left)

The Dell Precision R5400 can also
provide enterprises in computer-aided
design (CAD), animation, energy, and
other fields with outstanding graphics
performance to view high-resolution
models and see creative output quickly.
The Dell Precision R5400 is designed to
deliver uncompromised OpenGL 3D per-
formance and reliable 2D performance
with
graphics cards. The Dell Precision R5400
offers dual full-height, full-length x16 PCI
Express (PCle) graphics slots to provide

industry-standard workstation

a broad range of graphics card choices
while also enabling organizations to
scale up to high-end 150 W
graphics cards for rigorous

visualization tasks.

To help optimize work-
station resources, organiza-
tions can take advantage

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

of general-purpose graphics processing
unit (GPU) capabilities to use the process-
ing power of high-end graphics cards for
general-purpose floating-point-intensive
computing in a clustered environment. For
example, by using the Dell Precision
R5400 in conjunction with an established
rendering solution such as the multi-
processor NVIDIA Tesla GPU computing
processor, designed to provide up to a
teraflop of parallel computation, organiza-
tions can create an energy- and space-
efficient high-performance computing
(HPC) system.

With a standards-based design, Dell
Precision R5400 rack workstations offer
standards-based I/O for simple expand-
ability and flexibility for integrating the
workstations into an existing IT environ-
ment. A 2U rack form factor allows the
Dell Precision R5400 to be placed at the
desk side or in a dense rack infrastructure.
The Dell Precision R5400 workstation can
deliver a highly scalable, cost-effective
architecture that is easily housed in a
rack, which offers a choice of PClI, PCle,
and PCI Extended (PCI-X) slot combina-
tions that help IT administrators and

DELL.COM/PowerSolutions 35
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support technicians add cards easily.
Because the Dell Precision R5400 shares
a common design with standards-based
Dell PowerEdge™ servers, IT organizations
can use Dell server racks and accessories
for installation. The Dell Precision R5400
can be configured as part of a high-
performance render farm or HPC cluster,
enabling enhanced performance without
the complexity of deploying and config-

uring an HPC system.

RUNNING APPLICATIONS

THAT REQUIRE OPTIMIZED
WORKSTATION COMPATIBILITY
Organizations that run crash test, reser-
3D
scientific, or other high-

voir modeling, airflow analysis,
animation,

performance applications know that they

VIRTUALIZATION AND FLEXIBLE COMPUTING

Dell also provides software vendors with
hardware platforms to facilitate multi-
threaded and 64-bit application devel-
opment. Dell and application providers
offer qualified technical support should
problems arise.

SECURING REMOTE ACCESS
WITH THE DELL FX100 REMOTE
ACCESS DEVICE

The Dell FX100 remote access device is
designed to help organizations offer
remote access to applications and data
while enabling remote employees to capi-
talize on the powerful performance of
Dell Precision R5400 rack workstations.
Used in conjunction with the Dell
Precision R5400, the Dell FX100 enables

a cost-effective, flexible, and secure

““By enabling organizations to extend
secure access to applications, data, and
workstation-class performance to an
increasingly remote workforce, the
Dell Precision R5400 rack workstation
supports a comprehensive range of
usage models that can help maximize
computing and personnel resources.”

cannot risk application or hardware com-
patibility problems with workstations.
Even relatively minor compatibility issues
could result in lost productivity and
expensive, time-consuming hardware or
software modifications. Critical applica-
tions must run successfully and consis-
tently, and software must be backed with
qualified technical support.

Dell works closely with application
providers and other software vendors to
help ensure reliable application perfor-
mance on Dell Precision R5400 rack
workstations. Both Dell and application
providers conduct thorough testing to
help ensure applications run successfully.

36 DELL POWER SOLUTIONS | November 2008

solution for sharing applications, data,
and workstation-class performance with
remote workers while helping avoid the
limitations of traditional remote access
solutions.

Many traditional remote access solu-
tions have inherent restrictions that may
limit their utility. For example, analog
KVM (keyboard, video,
mouse) solutions and PCI/PCle extender

and digital

solutions can support solid performance,
but only at short distances. Software-
based KVM over IP works over long dis-
tances, but typically consumes valuable
host processor cycles and generates
latency in the process.

The Dell FX100 remote access device
is designed to overcome the limitations
of traditional remote access solutions,
providing workstation-class performance
with plug-and-play simplicity. It consists
of a PCle card housed in the host work-
station and a compact remote portal
device. By using Teradici PC-over-IP
technology, it helps overcome distance
restrictions—allowing organizations to
capitalize on standard IP networks to
reach anywhere with Internet access. The
dedicated hardware performs the com-
pression and encryption algorithms, free-
ing the host workstation to focus on
The

enhanced performance with minimized

running applications. result is
latency, typically limited only by network
performance and bandwidth.

The Dell FX100 also provides the
flexibility to support numerous types of
applications and a wide variety of work
environments. Designed to support any
host OS and all image content (including
3D graphics, video, animation, Microsoft®
ClearType® technology, the Microsoft
Aero” interface for the Windows Vista®
OS, and Microsoft DirectX® technology),
the Dell FX100 can accommodate a
comprehensive range of application
requirements. In addition, it supports
two Digital Visual Interface (DVI) ports,
with one DVI-Integrated (DVI-1)-to-VGA
adapter supplied so organizations can
use up to two screens per device. The
remote unit also offers numerous 1I/0
ports, including four USB ports and a
10/100/1,000 Mbps Ethernet jack as well
as audio microphone in, audio head-
phone out, and audio line out jacks. An
on-board audio controller enables use of
standard audio codecs.

The Dell FX100 also incorporates
security features designed to support
remote access while helping ensure pro-
tection of intellectual property, assets,
and data. The device includes a range of
software security features, such as the
Trusted Platform Module (TPM) specifi-
cation and setup and BIOS passwords.
Organizations can use USB port disabling,

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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or filtering by device type or by user pro-
file, to offer flexible user authorization

methods. An internal front panel enclo-

sure lock helps prevent tampering. With
the Dell FX100 and Dell Precision R5400,
organizations can keep the workstation

in a secure data center or central location
while facilitating secure access for a
remote workforce.

Additionally, the Dell FX100 portal is
a small, fanless device with minimal power
consumption requirements. The simple
architecture of the portal and host card
helps organizations avoid the need for a
second client—which would also require a
second OS, specialized drivers, a graphics
subsystem, and local IT support. By using
PC-over-IP technology, the Dell FX100
provides a cost-effective alternative to
wired KVM, digital KVM, or Category 5
(Cat 5) approaches.

OPTIMIZING WORKSTATION-
CLASS PERFORMANCE AND
REMOTE ACCESS

Whether working locally or remotely,
professionals in manufacturing, energy,
digital content creation, finance, science,
software development, and other fields
require uncompromising performance
for compute- and graphics-intensive
applications. The scalable Dell Precision
R5400 rack workstation offers a flexible
2U rack form factor and optional Dell
FX100 remote access device. By enabling
organizations to extend secure access
to applications, data, and workstation-
class performance to an increasingly
remote workforce, the Dell Precision
R5400 rack workstation supports a
comprehensive range of usage models
that can help maximize computing and
personnel resources.®

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

Richard Thwaites is the worldwide out-
bound marketing manager for Dell
Precision workstations on the Dell Global
Relationship Marketing team. He has a
degree in Engineering from Coventry
University and a postgraduate diploma
in Marketing from the Chartered Institute
of Marketing.
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EXTENDING BENEFITS
OF VIRTUAL REMOTE
DESKTOPS USING
VMWARE AND DELL
EQUALLOGIC SANSs

Virtualization can offer increased scalability, reliability,
and availability while helping simplify management and

reduce operating costs. Now, Virtual Remote Desktop
solutions based on VMware® Virtual Desktop Infrastruc-
ture and virtualized Dell” EqualLogic™ Internet SCSI
(iSCSI) storage area networks (SANs) can offer similar
benefits for the desktop environment—helping reduce
the traditional cost and complexity of managing physical
laptops, desktops, and workstations.

rompted by the success of virtualization in

the data center and the growing challenges

presented by enterprise desktop manage-
ment, many IT organizations are preparing for the
transition to desktop virtualization. Like server virtu-
alization, desktop virtualization requires a virtual stor-
age environment to help deliver the full range of
benefits. For example, desktops can become highly
available only if they are backed by highly available
storage in the form of a storage area network (SAN).
Determining the appropriate SAN to optimize the
performance, manageability, and scalability of the
storage system is particularly important when aggre-
gating hundreds or thousands of desktops.

The combination of VMware Infrastructure 3 vir-
tualization software and virtualized Dell EqualLogic
PS Series Internet SCSI (iISCSI) SANs can provide an
excellent foundation for virtualizing desktop environ-
ments. Virtualized EqualLogic PS Series SANs help
extend the capabilities of VMware Infrastructure 3
and simplify virtual desktop deployments, mitigating
project risk. iISCSI connectivity helps organizations
reduce the cost of infrastructure and take advantage
of existing networking knowledge to help lower oper-
ational costs. In addition, the PS Series virtualized

storage architecture is designed to provide simple
deployment, management, and growth to help reduce
ongoing costs.

VMWARE VIRTUAL DESKTOP
INFRASTRUCTURE

Organizations evaluating desktop virtualization envi-
ronments must address several challenges, including
escalating support and maintenance costs for physi-
cal PCs, frequent security patches and software
upgrades, unregulated downloads of personal soft-
ware, a dramatically increased number of mobile
users, and a lack of comprehensive planning for data
and application backups. Administrators must sup-
port growing numbers of local and remote users while
performing the many day-to-day tasks that desktop
systems require, such as upgrading applications,
refreshing hardware, troubleshooting user problems,
and securing data.

VMware Virtual Desktop Infrastructure helps
address these challenges in a way that can benefit
both the organization and end users. It is designed
to provide users with convenient access to virtual
desktops systems that are hosted in a central data
center but behave just like physical PCs. It also helps
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provide a secure, flexible, and easy-to-
manage IT infrastructure designed to be
cost-effective and helps reduce the com-
plexity of managing physical laptops,
desktops, and workstations (see the
“Step-by-step: Sizing the solution” sidebar
in this article).

VMware Virtual Desktop Infrastructure
leverages VMware Infrastructure 3 to con-
solidate desktop environments onto data
center servers (see Figure 1). It works
closely with VMware VirtualCenter to pro-
vide advanced virtual desktop manage-
ment capabilities, such as automatic
suspend and resume, that help reduce the
memory and processing power required
to host virtual desktops. By taking advan-
tage of the capabilities of VMware
Infrastructure 3, desktops can run even
when server hardware fails and recover
quickly from unplanned outages without
duplicate hardware.

VMware Virtual Desktop Manager, a
key component of Virtual Desktop
Infrastructure, can securely connect
authorized users to centralized virtual
desktops. It is designed to work with
VMware Infrastructure 3 to enhance con-
trol and manageability while offering a
familiar desktop experience. Users can log
in to centralized virtual desktop images
from a Web browser or through the
VMware Virtual Desktop Manager client.

Emerging technology advances are
expected to further enhance the power of
VMware Virtual Desktop Infrastructure.
For example, VMware View Composer
desktop image management software,
based on VMware vStorage Linked Clones
technology, allows administrators to sig-
nificantly reduce storage requirements
while helping to reduce desktop provi-
sioning time from hours to minutes. View
Composer is designed to make updating
and patching seamless to desktop end
users and efficient for IT administrators,
while retaining individual users’ data and
settings. As a result, IT staff can streamline
management of thousands of desktops
while helping ensure that all user systems
are up-to-date.

ESSENTIAL ELEMENTS
FOR VIRTUAL DESKTOP
ENVIRONMENTS

The combination of VMware Virtual Desktop

Infrastructure software and virtualized Dell
EquallLogic PS Series iSCSI SANs can help
meet evolving enterprise requirements and
lay the foundation for an end-to-end virtual-
ized IT
EquallLogic storage arrays, IT departments

infrastructure. By deploying

can circumvent the cost and management
complexity of traditional SAN infrastruc-
tures without compromising the enterprise-
class storage requirements of a virtual
desktop infrastructure. Designed for enter-
prise deployment and bundled with a com-
prehensive suite of enterprise software
features, EquallLogic PS Series SANs offer
the elements required for a successful desk-
top virtualization environment: scalability,
high availability, data protection, simplified
management, and high performance.

Scalability: Enabling performance and
capacity expansion without disruption
VMware virtualization enables organiza-
tions to dynamically scale computing

Centralized virtual desktops

NIEIET

_\\
VMware Infrastructure 3 \\\ /

/

VMware
Virtual Desktop
Manager

y————
/

resources by seamlessly adding physical
servers into a VMware ESX server cluster.
The VMware Distributed Resource
Scheduler (DRS) feature enables existing
virtual machine (VM) workloads to be
automatically and nondisruptively distrib-
uted across the new physical resources.
EqualLogic PS Series SANs help extend
that same dynamic scalability to back-end
storage, enabling organizations to easily
expand both the server and storage infra-
structure as the number of hosted users
on the system increases.

Adding storage can be fast and simple.
Administrators can expand EqualLogic PS
Series SAN resources online without dis-
rupting users (see Figure 2). EqualLogic
PS Series SANs added to an EqualLogic
group can “learn” the configuration from
with the

recently added arrays then automatically

currently deployed arrays,

integrated into the existing virtualized
pool of storage. The SAN distributes data
volumes across available storage
resources, rebalancing workloads auto-
matically to help provide high storage

resource utilization and efficiency. As the

Microsoft*
Active Directory®
directory service

VMware
VirtualCenter

Clients

Figure 1. Example environment based on VMware Infrastructure 3 and Virtual Desktop Manager
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STEP-BY-STEP:
SIZING THE SOLUTION

Sizing a desktop virtualization environment with VMware software and Dell server and storage
platforms depends on several key factors. On the client side, the desktop configuration and user
workload profile largely determine how many desktops can be hosted on a single VViware ESX server.
Administrators must appropriately size the Dell PowerEdge™ servers hosting the desktops and the
Dell EqualLogic storage area network (SAN) storing the virtual disks to help ensure that an optimal
number of desktops can run with adequate user response times. The following steps can help collect

the necessary information:

1. Measure physical desktop usage. Understanding how different applications affect physi-
cal processor, memory, network, and storage resources is key. In large desktop environments,
VMware Capacity Planner can collect the physical metrics that help estimate virtual machine
(VM) requirements.

2. Estimate processor requirements. Administrators can use Microsoft Performance Monitor
to measure average processor utilization for the physical desktops, then multiply the measure-
ment by the targeted number of virtual desktops for each VMware ESX server to estimate their
processor requirements. Other factors to consider include storage and virtualization, connection
protocol, and additional capacity for usage spikes.

3. Estimate memory requirements. Because memory usage can vary based on VMware ESX
page sharing, calculating memory requirements requires some estimates. The high watermark
can be estimated by ignoring the effect of page sharing: for example, to create 64 VMs
with 512 MB of RAM each, a hypervisor without page sharing would require at least 32 GB
of RAM. With page sharing on the ESX server, actual memory requirements in production
would be less.

4. Calculate network requirements. Dividing the estimated traffic by the speed of the network
interface card (NIC) yields the number of NICs typically required. Administrators should also
consider the type of NICs used, multimedia applications, shared folders, and the connection
broker protocol.

5. Estimate storage capacity requirements. Administrators can estimate the storage capacity

requirements for VM system drives using the following formula:
(.vmdk file size) + (VM RAM) + (size of suspend/resume space for VM) + (100 MB per VM for logs)

Beyond VM system disk requirements, administrators should also take into account the virtual disks
hosting files and data for each user. For performance requirements, they should consider both the
I/0s per second (IOPS) and storage throughput data gathered from the physical workload. Given the
significant capacity of disk drives today and modest throughput requirements, in practice, adminis-
trators should give careful attention to creating a storage configuration with enough disk drives to

meet the aggregate IOPS requirements.
Using the information acquired in these steps, IT organizations can create an optimal configuration

for virtual desktop environments. As a final step, administrators should deploy the configuration in a
proof-of-concept pilot test environment to monitor and validate performance.
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SAN is expanded and the added resources
are applied to the existing virtual desktop
workloads, virtual desktop users can con-
tinue their work, operationally unaffected
by the infrastructure changes.

High availability: Avoiding downtime
Large-scale enterprise deployments can
yield significant cost savings but require
a robust feature set and configuration.
VMware Virtual Desktop Infrastructure
enables organizations to increase the
baseline level of availability provided for
all applications and provide increased
levels of availability easily and cost-
effectively. EqualLogic PS Series SANs
are designed with fully redundant, hot-
swappable components and include a
media error detection and correction
feature to help preempt disk failure. If a
failure occurs, controller failover, RAID
protection, hot spare components, and
/O multipathing capabilities can help
keep operations running.

Data protection:

Providing built-in capabilities

When desktop resources are consolidated,
ensuring that they are fully protected at
all times is critical. To help meet this
requirement, snapshot, clone, and replica-
tion capabilities are included in the soft-
ware of EqualLogic PS Series SANs to
enable advanced data protection for
VMware Virtual Desktop Infrastructure
environments.

EqualLogic Auto-Snapshot Manager/
VMware Edition helps provide space-
efficient, hypervisor-aware, SAN-based
snapshots and fast recovery of VMs and
Virtual Machine File System (VMFS) data
stores.! An easy-to-navigate graphical
user interface displays SAN- and VMware-
centric views and provides simple, cen-
trally managed data protection for the
entire virtual desktop infrastructure.
Through this interface, consolidated

" For more information, see “How Dell EqualLogic Auto-Snapshot Manager /
VMware Edition Helps Protect Virtual Environments,” by Andrew
Gilman and William Urban, in Dell Power Solutions, November 2008,
DELL.COM/Downloads/Global/Power/ps4q08-20090107-Gilman.pdf

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.


http://DELL.COM/Downloads/Global/Power/ps4q08-20090107-Gilman.pdf

‘e e et
Capoty L4 T8 4 ey

e

Figure 2. Dell EqualLogic Group Manager and Remote Setup Wizard for nondisruptively adding SAN resources

scheduling of periodic point-in-time
copies of virtual desktops in the environ-
ment can be achieved using space-
efficient SAN-based snapshots for quick
online retrieval of the virtual desktop in
case of data loss or corruption.

Simplified management:
Automating IT tasks
Virtual

streamline IT tasks including configura-

desktop infrastructures help
tion, deployment, and administration, and
EqualLogic PS Series SANs are designed
to extend those benefits by simplifying
consolidated storage. Storage configura-
tion, management, pooling, and tiering are
automated to help save administrative
time and expense.

Within the SAN environment, admin-
istrators can quickly and easily provision
storage with a few button clicks. The key
functions needed to configure, manage,
and scale storage are automated, help-
ing reduce administration tasks for
volume and capacity growth. RAID type
and data layout are created automati-
cally at the time of provisioning, then
optimized as workload patterns for the
recently provisioned storage evolve. By
avoiding complex tasks and enabling
fast and flexible storage provisioning,

EqualLogic PS Series SANs can help dra-
matically reduce deployment and ongo-
ing operational costs.

A primary advantage of these features
is that storage administration remains
stable as the group expands. Administrators
perform management tasks at the group
level through the intuitive, single-pane
EqualLogic Group Manager console.
Storage and network |/O load balancing
can occur automatically across multiple
storage tiers as resources and perfor-
mance metrics change. Administrators are
not required to manually map application
data to specific physical devices and con-
trollers. Because the group can automati-
cally tune itself and is managed as a single
logical system, the ongoing operational
costs of storage management can remain
fixed even as storage grows.

High performance: Delivering efficient
1/0 for aggregated environments

I/0 performance and scalability are espe-
cially important in virtual desktop environ-
ments because increasing numbers of
desktop images are sharing storage
resources. Individually, virtual desktops
have relatively modest I/O requirements—
but in aggregate, hundreds or thousands
of concurrent desktops can require a

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

significant storage infrastructure to help
maintain responsiveness. Administrators
can stripe volumes hosting virtual desk-
tops and their associated data sets across
multiple controllers, cache memories, net-
work connections, and disk drives to dis-
tribute workloads across available
resources for optimal utilization and con-

current processing.

FLEXIBLE, EASY-TO-MANAGE
DESKTOP ENVIRONMENT

Moving toward an end-to-end virtualized
IT infrastructure that includes servers,
desktops, storage, and disaster recovery
helps organizations realize the efficiencies
and cost advantages of virtualization. Dell
EqualLogic PS Series virtualized iSCSI
SANs can help organizations take full
advantage of the simplicity, security, per-
formance, and efficiency of a VMware
Virtual Desktop Infrastructure environ-
ment, while also gaining the flexibility to
easily grow and change an enterprise-
wide virtualized infrastructure based on
evolving needs.®

Timothy Sherbak is senior manager of vir-
tualization solutions marketing for the Dell
EqualLogic product family.

Cris Banson is a senior technical storage

specialist at VMware.
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By Andrew Gilman

William Urban

HOW DELL EQUALLOGIC
AUTO-SNAPSHOT
MANAGER/VMWARE
EDITION HELPS PROTECT
VIRTUAL ENVIRONMENTS

Protecting and restoring virtual machines (VMs) can be
slow and inefficient, and can take precious server resources

away from critical applications. Dell” EqualLogic™ Auto-
Snapshot Manager/VMware Edition enables administrators
to quickly and easily create hypervisor-aware snapshots
of VMs—helping simplify data management, enhance
scalability of data protection and recovery, and increase
application performance.

s organizations continue to consolidate
their IT infrastructures through virtualiza-
tion, reliability and recoverability are
becoming increasingly important. In particular,
because physical servers running multiple virtual
machines (VMs) can support more applications than
non-virtualized single-application servers, uptime
requirements for virtualized servers are typically
much higher than those for non-virtualized servers.
In fact, consolidated environments are often
expected to support operations requiring 24/7
uptime. As a result, rapid recovery and restore times
can be critical to maintaining business continuity.
However, data protection and recovery can be a
complex process in consolidated virtualized environ-
ments, and high uptime requirements typically reduce
the time available for backup operations. Although
traditional tape- and disk-based methods are essen-
tial to comprehensive backup strategies, they can
also be slow and disrupt business continuity. For that
reason, many organizations are adding a step in their
data protection methods by utilizing the built-in capa-
bilities of VMware® virtualization software such as VM
snapshots, which provide an additional layer of data
protection. Taking a VM snapshot involves placing

the VM in a quiesced state, taking a point-in-time
copy, and storing it within the VMware Virtual Machine
File System (VMFS). Although this method can be
well suited for small deployments, as the virtualized
infrastructure grows, advanced tools often become
necessary to support increased scalability, automa-
tion, and recoverability. Software has been introduced
that integrates the advantages of VM snapshots with
storage area network (SAN)-based solutions; how-
ever, many of these products are complex and require
costly add-on licenses.

Dell EqualLogic PS Series Internet SCSI (iSCSI)
SAN arrays include EqualLogic Auto-Snapshot
Manager/VMware Edition, a data management tool
that enables administrators to quickly and easily
create and recover hypervisor-aware SAN-based
snapshots of VMs. This approach helps simplify data
management, enhance scalability and recoverability,
and increase application performance. Auto-
Snapshot Manager/VMware Edition is part of a com-
prehensive suite of data management and protection
tools available on EqualLogic PS Series iSCSI SANs
at no additional charge (see the “Providing multi-
layer data protection for virtualized environments”
sidebar in this article).

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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DEPLOYING TRADITIONAL
SERVER-BASED VM SNAPSHOTS
To enhance recoverability and help maxi-
mize server uptime, organizations often
choose to augment traditional backup
methods with VM snapshots. However,
creating and recovering VM snapshots at
the server or hypervisor level can present
challenges. For example, the creation of
server-based snapshots can be slow and
may take server resources away from
critical applications. Server performance
can be negatively affected, especially as
the environment grows. And recovery
can be slow and negatively affect
performance.

Snapshots initiated by a virtualized
server can also take up substantial
amounts of data storage space. For exam-
ple, when a VM snapshot is taken through
VMware software, the software stores the
journal log files in addition to the VM itself.
If the server operates continually in this
mode, the VMware software eventually
fills up the volume, leading to excessive
resource constraints on the storage, host

processor, and memory.

SUPPORTING SAN-BASED

VM SNAPSHOTS

To help maintain the performance of vir-
tualized servers and enhance the scal-
ability of creating and recovering VM
snapshots, Dell EqualLogic PS Series
iSCSI SANs include EqualLogic Auto-
Snapshot Manager/VMware Edition, a
data management tool that enables
administrators to create and recover
hypervisor-aware VM snapshots at the
SAN level.

Auto-Snapshot Manager/VMware
Edition is a stand-alone Web-based
application that integrates directly with
the VMware application programming
interface to create hypervisor-aware VM
snapshots. It takes advantage of the
built-in snapshot facilities of EqualLogic
PS Series iSCSI SANs and utilizes an intui-
tive, easy-to-use graphical user interface
(GUI) that enables administrators to
create VM snapshots on demand or to

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

PROVIDING MULTILAYER DATA
PROTECTION FOR VIRTUALIZED
ENVIRONMENTS

In response to the challenge of protecting today’s complex virtualized environments, many organizations
are exploring a multilayered approach to disaster recovery and data protection—including data protection
at the application, virtual machine (VM), physical infrastructure, and data center levels (see Figure A).

For data protection at the application level, Dell EqualLogic PS Series Internet SCSI (iSCSI) storage area
network (SAN) arrays include Equallogic Auto-Snapshot Manager / Microsoft Edition, a data management
tool that enables administrators to quickly and flexibly create and recover application-aware snapshots of
Microsoft® Windows® Exchange, and NT File System (NTFS) data as well as standard PS Series snapshots
for non-Microsoft operating systems. For data protection at the VM level, EqualLogic PS Series iSCSI SANs
also include Auto-Snapshot Manager /VMware Edition, a data management tool that enables administra-
tors to create and recover hypervisor-aware SAN-based snapshots of VMs.

To help maximize the uptime of physical storage components, EqualLogic PS Series iSCSI SANs help
achieve 99.999 percent availability, and when used with VMware High Availability (VMware HA) failover
protection software help ensure the availability of virtualized IT environments. Finally, to help protect the
data center as a whole, EqualLogic PS Series iSCSI SANs include PS Series Auto-Replication and VMware
Site Recovery Manager integration to support automated disaster recovery of virtualized data centers.

The comprehensive data protection and disaster recovery tools available in EqualLogic PS Series iSCSI
SAN arrays also follow the design tenets—easy to implement, easy to install, and easy to procure—of
the arrays themselves. Administrators can implement comprehensive data protection and disaster recovery
easily and cost-effectively, and because EquallLogic PS Series arrays are designed for ease of use, organiza-
tions can allow additional time and resources for developing their data protection and disaster recovery
plans. Together, the data management tools and hardware reliability features provided by EqualLogic PS
Series iSCSI SANs can help simplify data management, increase uptime, and facilitate fast, scalable data
protection and recovery throughout the enterprise.

Dell EqualLogic Auto-Replication and
VMware Site Recovery Manager
help provide comprehensive protection
for the data center as a whole

Data center

Dell EqualLogic PS Series snapshots
and VMware HA help provide
99.999 percent availability for

physical storage components and
virtualized IT environments

Physical infrastructure

Dell Equallogic Auto-Snapshot
Manager / VMware Edition
helps protect VMs

Dell EqualLogic Auto-Snapshot Manager /
Microsoft Edition and PS Series
snapshots help protect application data

Application data

il

Figure A. Taking a multilayer approach to data protection and disaster recovery in virtualized environments
with Dell EqualLogic PS Series iSCSI SANs
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HOW PETERSON SULLIVAN
PROTECTS THE
PAPERLESS OFFICE

Dell EqualLogic Auto-Snapshot Manager/
VMware Edition enables a Seattle
accounting firm to protect its data in
seconds—rather than hours.

Peterson Sullivan PLLC may have been founded during the Eisenhower era, but
today this large Seattle accounting firm uses the latest technology to help its
professionals complete work on time and on budget. For example, the firm recently
completed one of its largest IT initiatives ever—a multiyear project to convert to
a completely digital, paperless office.

To accomplish this goal, the firm consolidated and virtualized its server and
storage infrastructures, deploying Dell PowerEdge™ 1950 servers virtualized with
VMware Infrastructure 3 software to run a wide array of applications, and a Dell
EquallLogic Internet SCSI (iSCSI) storage area network (SAN) to store the thousands
of PDF documents scanned in by members of the firm each day. For backup and
recovery, the IT group utilized local disk backups and deployed an additional SAN

to enable remote data backups and archiving.

f“With the previous process, it
could take minutes to several
hours to back up our virtual
machines. With the Auto-Snapshot
Manager/VMware Edition, it

takes just seconds to protect and
recover from hypervisor-aware
SAN-based snapshots.”

—Cody Page
IT manager at Peterson Sullivan PLLC
September 2008
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Although the IT group already had a solid backup strategy in place, the team
decided to explore ways to capture virtual machine (VM) data frequently throughout
the day to achieve more granular and faster recovery of the environment. “We
started backing up full virtual machine images to the SAN and sending backups
off-site for disaster recovery,” says Cody Page, the firm's [T manager. “The applica-
tion we were using to create backups worked fine, but the process was lengthy
and complicated.”

The Dell Support team recommended evaluating Dell Equallogic Auto-
Snapshot Manager/VMware Edition software. Page’s group was able to start
using the new tool quickly. “We had to invest hundreds of hours into our cur-
rent backup application to get it to work,” says Page. “With the Auto-Snapshot

Manager/VMware Edition, we were up and running in about an hour.”

REDUCING TIME TO PROTECT DATA FROM HOURS TO SECONDS

By creating space-efficient point-in-time snapshots of data instead of entire
VM images, the IT group expects to accelerate the process of protecting and
restoring data while also preserving storage capacity. “The Auto-Snapshot
Manager/VMware Edition will help us speed up virtual machine protection
dramatically,” says Page. “With the previous process, it could take minutes
to several hours to back up our virtual machines. With the Auto-Snapshot
Manager/VMware Edition, it takes just seconds to protect and recover from
hypervisor-aware SAN-based snapshots.”

Auto-Snapshot Manager/VMware Edition also enables the IT group to
automate the creation of snapshots over the course of the day. “If you back
up virtual machines just once or twice a day, you stand to lose lots of work in
the event of a problem,” says Page. “We can use Auto-Snapshot Manager to
create snapshots every hour or two, throughout the day, all without interrupting
application availability.”

Auto-Snapshot Manager/VMware Edition also makes it simple to create
distinct snapshot schedules for different VM. “We can use the folder structure
to logically group certain virtual machines together and then schedule snapshots
for each group at different frequencies,” says Page. “We might want to capture
one group every two hours while another once a day. Being able to fine-tune the
scheduling helps us optimize our resources.”

Easily integrated into the existing backup process, the Auto-Snapshot
Manager/VMware Edition tool is expected to facilitate an added layer of data
protection. “We will continue to conduct image-level backups. But now we have
a way to capture and restore document changes at a finer level,” says Page.

READYING FOR ONGOING DATA GROWTH

As the document scanning continues, the firm sees no end in sight for its data
growth. With a new IT infrastructure and easy-to-use management tools, the IT
group is now confident that it can safeguard that data. “Protecting our employees’
work and our clients’ data is essential for our business,” says Page. “We now have
the hardware and the management tools to protect data without excessive costs

or administrative burdens.”

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.



automate snapshot creation through a

built-in scheduler (see Figure 1).

Auto-Snapshot Manager/VMware
Edition interprets and preserves VMware
folder structures, and can create snap-
shots at several levels—including snap-
shots of VMs, VM folders, data stores,
clusters, and even entire VMware deploy-
ments. To create a VM snapshot, Auto-
Snapshot Manager/VMware Edition sets
the VM in snapshot mode, takes a SAN-
level snapshot of the volume the VM
resides on, and then returns the VM to its
native production mode.

Once taken, snapshots can be rapidly
restored from multiple recovery points.
In particular, Auto-Snapshot Manager/
VMware Edition has a quick rollback feature
for fast recovery and supports automated
rollbacks and selective restores using native
VMware tools. Snapshots can also be
offloaded and used for test and develop-
ment purposes, including performance
analysis, data mining, and testing of soft-
ware builds, upgrades, and patches.

ENHANCING SCALABILITY

AND RECOVERABILITY

By moving snapshot processing from vir-
tualized servers to SANSs, Dell EqualLogic
Auto-Snapshot Manager/VMware Edition
can significantly reduce the load on virtu-
alized servers—which in turn helps free
processing power for critical applications
and enhance overall server scalability. In
addition,

Manager/VMware Edition snapshots are

because Auto-Snapshot
designed to be space efficient, they enable
organizations to preserve storage capac-
ity and enhance storage scalability.
Auto-Snapshot Manager/VMware
Edition can also help organizations
enhance recoverability (see the “How
Peterson Sullivan protects the paperless
office” sidebar in this article). For exam-
ple, because Auto-Snapshot Manager/
VMware Edition is designed to create
snapshots without affecting server perfor-
mance, organizations can reduce the
interval between snapshots to help mini-
mize the risk of data loss and help reduce
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Figure 1. Streamlining administration with the Dell Equallogic Auto-Snapshot Manager/VMware Edition GUI

recovery times. And because Auto-
Snapshot Manager/VMware Edition sup-
ports rapid rollback to the most recent
snapshot, organizations can recover
quickly following a failure, helping avoid
the long recovery time associated with
recovering from traditional sequential
tape media.

Additionally, Auto-Snapshot Manager/
VMware Edition can help simplify data
management tasks. For example, the
simple, easy-to-use GUI enables adminis-
trators to create and recover snapshots
on demand or schedule automated snap-
shots. Furthermore, the ability to create
snapshots at each level of the VM hierar-
chy enables administrators to target snap-
shots for the particular needs of their

organizations.

PROTECTING VIRTUALIZED
ENVIRONMENTS

For many organizations, VM snapshots
have become a vital part of a compre-
hensive data protection and recovery
strategy. By integrating space-efficient
SAN-based snapshots with VM snapshots
to create hypervisor-aware data protec-
tion, Dell EqualLogic Auto-Snapshot
Manager/VMware Edition can help
organizations not only protect their

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

virtualized environments, but also sim-
plify data management, enhance scalabil-
ity and recoverability, and increase

application performance.(b

Andrew Gilman is a solutions marketing
manager at Dell responsible for virtualiza-
tion marketing activities for the Dell
EqualLogic product family. Andrew has a
degree in Business Administration from the
Boston University School of Management.

William Urban is a product marketing con-
sultant at Dell working on VMware solutions
integration for the Dell EqualLogic product
family. William has a degree in Information
Technology and is a VMware Certified
Professional.
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By Greg Lyon

DELL AND EGENERA
DRIVE A NEW PATH
TO VIRTUAL DATA
CENTER AUTOMATION

The new Dell/PAN System combines Dell” PowerEdge™

server technology with advanced Egenera® management
software in a simplified system—providing a highly
available, dynamic, flexible platform for next-generation
data center virtualization.

nterprise data centers are often filled with
underutilized hardware systems rigidly tied
to specific applications—a result of static,
often proprietary legacy architectures that can make
IT environments difficult and costly to manage.
Hardware and software overprovisioning, inefficient
resource utilization, excessive expenses for energy
and floor space, and labor-intensive infrastructure
management can all contribute to this problem.
Server virtualization has partly addressed some
of these challenges through hardware consolida-
tion. The new Dell/PAN System is designed to
extend these benefits into next-generation virtual-
ization technology. By creating a processing area
network (PAN) that connects pools of compute,
storage, and network resources, this system offers
a highly available, dynamic, flexible platform to help
eliminate the need to dedicate servers to specific
applications. PAN Manager® Software by Egenera
for Dell, part of the Dell/PAN System, adds sophis-
ticated management capabilities that enable admin-
istrators to allocate, monitor, and control Dell /PAN
System resources, bringing a critical level of avail-
ability to applications.
The flexibility of the Dell/PAN System and PAN
Manager enable IT departments to offer automatic
high availability and verifiable disaster recovery

without the complexity often associated with static
configurations. Together, they help both simplify data
center virtualization and greatly reduce capital and
administration costs.

UNDERSTANDING THE PAN ARCHITECTURE
A PAN removes physical connections that processors
and memory have with each server configuration and
application—in other words, it abstracts server and
network resources just as a storage area network
(SAN) abstracts storage resources (see Figure 1). This
design separates the processor and memory from
other noncore functions and removes state and iden-
tity from the server. Resources typically associated
with a server, such as the OS, drivers, network
addresses, and SAN logical unit (LUN) IDs, are defined
using an XML specification dynamically assigned to
a PAN server at boot time.

A PAN virtualizes processing, network, and stor-
age resources, enabling the pooling and dynamic
assignment of processing resources to applications.
The foundation of the PAN architecture was designed
using three components: I/O virtualization, an intel-
ligent communication fabric, and stateless servers.

1/0 virtualization. The Dell/PAN System includes
redundant PAN controllers that run PAN Manager,
store abstract server definitions, and provide physical

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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connectivity to networks and SANs. The

PAN controllers serve as a physical 1/0O
bridge that consolidates the I/O infrastruc-
ture in a data center. I/O between the
Dell/PAN System and external storage
and data networks travels through ports
on the PAN controllers. Servers running in
a Dell / PAN System environment have no
direct connections to networks and SANSs;
the I/O is virtualized through PAN Manager.
External host addresses, including Media
Access Control (MAC) and World Wide
Name (WWN) addresses, are abstracted
by PAN Manager.

Intelligent communication fabric. The
Dell /PAN System Dell
PowerEdge servers and controller hard-

connects

ware using a high-performance, low-
latency fabric. The fabric transports disk
and network traffic using a physical
switching layer that enables point-to-
point connectivity among the control and
processing nodes in a PAN. Two fabric
switch interconnects help provide redun-
dancy and support data transfer rates of
up to 2 Gbps between servers and up to
8 Gbps between the fabric switch and
PAN controllers. The resulting network
supports higher throughput between
servers than a typical data center would
have, which can benefit multitiered
applications.

Stateless servers. The Dell/PAN
System uses only processors and memory
on Dell PowerEdge servers. Information

Processor and memory
.
H
H

Processor and memory
.
H
H

Processor and memory gmel
.
H
H

Processor and memory
.
H
H

Processor and memory

PAN

controller

OUMS 21iqe4

that might typically be associated with
physical disk drives, network interface
cards, and host bus adapters is placed
within the controllers and abstracted
through software drivers. This approach
is designed to eliminate specific physical
identities or states and allow a server to
automatically assume the identity of any
application at any time.

CREATING A DYNAMIC DATA
CENTER

Because the Dell /PAN System comprises
compute, network, and storage resources
that can be allocated flexibly, it can
deliver a dynamic data center that sup-
ports server failover, verifiable applica-
tion recovery for multiple data centers,
automated load balancing, rapid server
provisioning and reconfiguration, a single
interface for managing both physical and
virtual servers, and consolidation of
servers and |/O connectivity. These
advantages are made possible by a
variety of capabilities inherent in the
PAN architecture.

Built-in networking and 1/0 consoli-
dation. The Dell/PAN System is designed
to support thousands of internal virtual
switches, controlled by PAN Manager, that
enable large-scale 1/0 consolidation and
help reduce complexity. To connect
system resources, a low-latency intercon-
nect is built into the enclosure that is
designed to be significantly faster than a

A
controller

Yaums alige
|

Figure 1. The Dell /PAN System abstracts server and network resources just as a SAN abstracts storage resources

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

typical enterprise backbone, supporting
point-to-point data transfer speeds of up
to 8 Gbps. This feature is designed to con-
solidate 1/O resources and provide
enhanced throughput and latency perfor-
mance compared with standard enterprise
networks.

PAN

Manager integrates multipath support

Built-in multipath support.

that consolidates and load balances 1/0.
Multipath support is not typically inte-
grated in legacy architectures, requiring
the installation and maintenance of third-
party software.

Critical-point redundancy. The physical
and virtual components of the Dell/PAN
System are designed to be fully redun-
dant, with no single point of failure. The
PAN active/active architecture can pro-
vide high availability and increased
throughput, resulting in exceptional speed
and efficiency.

Advanced power and cooling.
Because each server in the Dell/PAN
System is self-contained, the onboard
power supply can flexibly handle increases
in processor power requirements. Only
cooling active servers helps further reduce
power requirements. The rack can have
open slots without affecting cooling, and
the removal of extraneous components
can dramatically enhance airflow across
the active servers.

Modular configurations. The Dell/PAN
System is modular, providing a consistent
form factor that comes in a variety of con-
figurations. Because the servers are hot
swappable, the Dell/PAN System sup-
ports rapid server replacement.
Administrators can increase or decrease
processing capacity without having to
shut down the Dell/PAN System environ-
ment. This modular design facilitates the
rapid, cost-effective replacement of failed
components and enables processor and
OS migrations without a forklift upgrade.

Simplified systems management.
PAN Manager offers centralized manage-
ment of multi-server environments
from a graphical user interface (GUI) or

command-line interface (CLI) accessible
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through a Web browser or Telnet client,
enabling remote, lights-out control. SANs
and LANs are configured once, enabling
administrators to reprovision servers
without additional SAN or LAN configu-
ration. System event and monitoring
capabilities enable the continuous moni-
toring of system health at both the hard-
ware and application level as well as
failover when needed. The robust secu-
rity model can allocate resources among
different organizations while isolating
them from one another.

DEPLOYING NEXT-GENERATION
VIRTUALIZATION

The Dell/PAN System is designed to maxi-
mize the inherent capabilities and perfor-
mance advantages of the PAN architecture.
Its hardware components are housed in an
enclosure that helps provide a secure envi-
ronment for the resident servers as well as
maximum visibility, accessibility, and air-
flow. The package includes up to 24 state-
less and anonymous Dell PowerEdge 1950
servers. Two redundant Dell PowerEdge
2950 controllers are included in the enclo-
sure to handle I/O, health monitoring, and
dynamic allocation of system resources.
The two controllers perform /O for the
system. Fully redundant Dell PowerConnect™
6248 Gigabit Ethernet switches provide a
converged low-latency fabric for disk and
network traffic.

Four separate software modules pro-
vide the key PAN Manager capabilities:
PAN Builder™ Software by Egenera for
Dell, PAN Server Portability” Software by
Egenera for Dell, PAN Portability™ Software
by Egenera for Dell, and PAN vmBuilder™
Software by Egenera for Dell.

PAN Builder. PAN Builder is the foun-
dation software package for PAN Manager,
providing an intuitive GUI that helps
administrators configure, control, and
monitor PAN resource pools. It includes a
chargeback feature for both physical and
virtual server environments as well as cus-
tomizable security management.

PAN Server Portability. PAN Server

Portability enables applications and server
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images to shift between servers. Because
failover resources are shared across pro-
duction environments, this feature has a
number of uses. First, in the event of a
hardware or software interruption, PAN
Server Portability is designed to automati-
cally restart the failed application on a
different server within the time it takes to
reboot an OS. Second, applications can
be rightsized to organizations’ needs and
automatically scaled during peak demand
by moving them to servers that can pro-
vide increased performance. Third, physi-
cal servers can be repurposed to run
different applications and operating sys-
tems at varying times.

PAN Portability. PAN Portability
enables whole PAN configurations to
move between Dell/PAN System plat-
forms. An XML archive file is stored on the
SAN and

between sites using existing storage data

is automatically replicated

replication solutions. As a result, PAN
Manager is designed to reduce site recov-
ery times from days or hours to minutes.

PAN Portability enables one second-
ary site to support multiple primary pro-
duction sites. And because an entire
Dell/PAN System environment can be
repurposed quickly and easily, backup
resources can be shared with different
user groups such as development and
quality assurance groups. For example,
recovery resources can be repurposed
for training and then assume the role of
supporting production environments if a
site outage occurs.

PAN vmBuilder. PAN vmBuilder inte-
grates Citrix® XenServer” software to
manage physical and virtual servers
within a single management domain.
Using PAN vmBuilder software helps
eliminate the need to learn Xen com-
mands running in the Dell/PAN System,
providing administrators with a single
environment for configuring, allocating,
repurposing, and managing both types
of resources. Virtual servers within the
Dell/PAN System can take advantage of
the same levels of application availability,
n + 1 failover, dynamic repurposing, and

other critical services available through
PAN Manager.

BUILDING A COMPREHENSIVE
VIRTUALIZED INFRASTRUCTURE
Creating a data center infrastructure that
is responsive to changing organizational
needs requires an approach to IT that
reduces the time and complexity of
deploying new enterprise services while
efficiently utilizing available resources
and maintaining application availability.
The Dell/PAN System is designed to
meet these requirements by integrating
compute, storage, and networking
resources under a single simplified man-
agement system. The resulting dynamic
data center helps eliminate the time-
consuming and error-prone work of stati-
cally configuring servers, enabling
administrators to flexibly manage
resources to help meet the needs of their

environment.®

Greg Lyon is the national technology direc-
tor at Egenera for the Dell/Egenera original
equipment manufacturer (OEM) partner-
ship, and has more than 25 years of experi-
ence in software development, project
management, sales engineering, and busi-
ness development. He has worked previ-
ously at Egenera as a senior sales engineer
and sales engineer manager, before which
he worked in a technical sales capacity for
several startups. He has a B.S. in Computer
Science and Mathematics from the State

University of New York Maritime College.
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A Proven Path to the Dynamic Data Center

Dell/PAN System

Everything you need for a reliable dynamic data center
Available today from Dell and Egenera®

Pursue a clear path towards meeting the changing needs of your business. PAN Manager® software by Egenera
for Dell is purpose built with reliability, flexibility and simplicity in mind. Ready to deploy on Dell PowerEdge™ servers,
it virtualizes and pools data center resources, including virtual and physical servers, into scalable, agile assets. Now you
can dynamically and securely allocate and optimize your computing resources as requirements change,

all while reducing total cost of ownership. See how PAN Manager can get you on the fast track.

Looking for a solution to quickly get you to your destination?
Go to www.egenera.com/dell and see how easily you
can achieve a reliable dynamic data center.
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BEST PRACTICES FOR
PROTECTING VMWARE

INFRASTRUCTURE 3 WITH
SYMANTEC BACKUP EXEC

Effectively protecting virtualized environments using tradi-
tional backup tools can be both difficult and time-consuming.
Symantec® Backup Exec™ 12.5 software, part of the new Dell”
PowerVault” DL2000 - Powered by Symantec Backup Exec,
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erver virtualization is quickly becoming a key

element of enterprise data centers, offering

advantages ranging from efficient resource uti-
lization to reduced hardware and operational costs. But
although data created and utilized in virtual machines
(VMs) is typically no less important than data in a single
physical server, effectively protecting and recovering
data in VMs can be a significant challenge—especially
when trying to do so using traditional backup tools not
designed for virtualized environments.

Symantec Backup Exec 12.5, part of the new Dell
PowerVault DL2000 - Powered by Symantec Backup
Exec,' introduces several features designed specifi-
cally to help protect virtualized environments based
on the VMware Infrastructure 3 suite, including the
new Agent for VMware Virtual Infrastructure (AVVD).
Using these features and following best practices can
help organizations overcome some of the challenges
of protecting virtualized environments to help imple-
ment powerful, simplified backup and recovery.

VIRTUALIZATION BACKUP

AND RECOVERY CHALLENGES

As hardware consolidation continues to accelerate,
planning backup and recovery strategies for virtualized
environments becomes an essential part of data protec-
tion. Enterprises are becoming increasingly dependent

is designed to provide powerful, simplified backup and
recovery for VMware® virtualized environments.

on efficient backup and quick recovery of their virtual
systems and the host systems they run on to help
maintain the productivity and cost savings server vir-
tualization can deliver. These virtual systems include
not only the VMs themselves, but also the applications
that have been installed on those VMs, which might
include Microsoft® Exchange, Microsoft SQL Server®,
and Microsoft Office SharePoint® Server software. A
failed virtualized server could affect productivity for
up to several hours, or even days, in multiple depart-
ments while administrators struggle to recover the
virtualized environment and the individual VMs.

Protecting a virtualized environment with backup
technologies not built specifically for virtualization
can be both frustrating and time-consuming, typically
requiring the following:

= |nstalling a backup agent inside each VM or directly
on a virtualized server

= Taking time to restore an entire VM just to recover
a single file

= Maintaining separate backups for system-level and
individual file-level recovery

= Taking VMs offline during backup operations to
help provide comprehensive protection

= Ensuring that applications running inside VMs can
be recovered

"For more information on the Dell PowerVault DL2000 — Powered by Symantec Backup Exec, see “Simplified Data Protection with Disk-Based Backup from Dell and Symantec,” by Sanjeet
Singh and Charles Butler, in Dell Power Solutions, November 2008, DELL.COM/Downloads/Global/Power/ps4q08-20080444-Symantec-M.pdf.
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= Requiring separate backup products
for physical and virtual systems

The VMware Infrastructure suite has
quickly become an industry-standard vir-
tualization platform. VMware Infrastructure 3
introduced VMware Consolidated Backup
(VCB) to help overcome some of these chal-
lenges. But VCB can also introduce chal-
lenges of its own that administrators should
consider before implementing it—including
potentially requiring them to manage cum-
bersome and complicated scripts to inte-
grate with existing backup systems, install
proprietary integration modules that require
additional testing and setup, and continue
maintaining separate backups for system-
level and file-level recovery.

SYMANTEC AGENT FOR VMWARE
VIRTUAL INFRASTRUCTURE

The Symantec Backup Exec 12.5 AVVI is
designed to provide the advantages of
VCB, such as off-host backup, while
removing some of the challenges of imple-
menting scripted VCB-based backup sys-
tems. Beyond basic VCB script-level
integration, it provides integration with
key VMware application programming
interfaces to help avoid the need for VCB
scripting or integration modules, helps
eliminate separate VCB backups for
system-level and file-level recovery from
VMs, and helps protect Microsoft Volume
Shadow Copy Service (VSS)-aware appli-
cations such as Exchange, SQL Server,
and SharePoint as part of a VM.

The AVVI does not require an agent
to be installed on a VMware ESX server,
and no additional configuration is neces-
sary for VCB backups to occur. All support
necessary to perform backups of the
virtualized environment is included (see
Figures 1 and 2).

After administrators have installed the
AVVI license on the Backup Exec server, the
simplified Backup Exec interface can com-
municate with VMware VirtualCenter or
with individual ESX servers and guide
administrators through the process of iden-
tifying the necessary ESX hosts, groups, and

VCB 1.x framework

/

VMware backup proxy

Symantec Backup Exec server
with AVVI running Microsoft
Windows Server 2003
or Windows Server 2008

Internet SCSI (iSCSI), or network block device

Data store \

Network connectivity through SAN, ¢

VVMware VirtualCenter 2.x (optional)
¢ VMware Converter 3.0.3 (optional)

VMware Tools
Symantec Backup Exec
remote agent (optional)
Symantec Backup Exec
VSS provider (optional)

VMware ESX service console

Figure 1. Example environment using the Symantec Backup Exec 12.5 Agent for VMware Virtual Infrastructure

Integration with VMware
Infrastructure 3

The AVVI supports and integrates with key VMware tools and
features, including VCB, VirtualCenter, VMotion", VMware Converter,

ESX and ESXi, and VMware Tools technologies.

Integration with Symantec
Backup Exec

Scriptless VCB integration
with Symantec Backup Exec

The AVVI can automatically discover both VMware virtualized
environments and physical environments to help provide seamless
protection for both.

The AVVI integrates directly into the Backup Exec 12.5 console,
and requires neither VCB scripts nor integration modules to help

protect a VMware virtualized environment.

Agentless VM backup

Backups can be performed without installing a Backup Exec agent

inside VMs or on an ESX server.

Simplified licensing
and pricing

Embedded GRT

A single AVVI license supports protection for an unlimited number
of Microsoft Windows and Linux® OS-based VMs on an ESX server.

GRT technology enables recovery of individual files and folders inside

a Windows-based VM without needing to restore the entire VM.

Application protection
with Microsoft VSS

When protecting an entire Windows-based VM, the AVVI can also
protect applications through VSS—enabling the entire server and

application to be recovered simultaneously.

Flexible recovery

Flexible recovery features enable administrators to restore VMs to

their original or alternate data store locations, including specifying
a different VM name and virtual network use after the restore.

Figure 2. Key advantages of the Symantec Backup Exec 12.5 Agent for VMware Virtual Infrastructure

VMs for fast, simplified backup and recov-
ery (see Figure 3). The VM and its necessary
components—including the .vmdk files,
.vmx files, .log files, and .nvram files—are
automatically selected for backup.

When administrators must recover an
entire VM, they can browse to protected
VM systems in the Backup Exec console to
restore the entire VM or individual .vmdk
files. As an alternative, they can use the
built-in Granular Recovery Technology
(GRT) in Backup Exec to recover individual
files and folders from within a .vmdk file
without needing to run a separate backup.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

Administrators can restore backups to their
original locations or to different locations—
including alternate data stores, host ESX
servers, and virtual networks—and can use
the original VM name or a different name.

BEST PRACTICES FOR USING
SYMANTEC BACKUP EXEC 12.5
Best practices such as the following can
help ensure successful backup and recov-
ery in VMware environments:

= To perform backups of exported data

from ESX servers, install Backup Exec
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12.5 for Windows Servers on a Microsoft
Windows Server® 2003 OS-based VCB
proxy server. If Backup Exec is installed
on a separate server from the VCB
proxy server, Backup Exec 12.5 for
Windows Servers or the Backup Exec
12.5 for Windows Servers Agent for
Windows Systems (AWS) must be
installed on a Windows Server 2003~
based VCB proxy server.

= When performing VCB image-level
backups, ensure that sufficient disk

space exists on the VCB proxy server
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for all .vmdk files that will be copied
directly to it for off-host backup.

= |nstall either the Backup Exec VSS pro-
vider or the VCB 1.5 VSS requester on
a given VM; do not use both. L]

= Keep in mind that VSS-enabled VCB
backups of VMs that contain applica-
tions such as Exchange, SQL Server,
and SharePoint should not replace tra-
ditional application- or database-level
backups through Backup Exec applica-
tion or database agents. VSS-enabled
VCB backups do not support application-
or database-level full, incremental, or
differential backup methods; these =
backups are copy backups that do not
truncate application log files or provide
granular application recovery.

»  For storage area network (SAN) back-
ups, ensure that the off-host VCB
proxy server is zoned properly to
enable it to see the Virtual Machine File
System (VMFS) logical units (LUNs) L]
used by the ESX servers. VCB mounts
a .vmdk file to a directory on the cen-
tralized Windows Server-based VCB
server and enables backup of the
.vmdk file contents.

= To help avoid snapshot-related prob-
lems, schedule backups during times
of relatively low I/O activity on the VM.
Reducing the number of simultaneous
backups (and, in turn, VCB snapshots) L]
can help avoid problems as well.

= Upgrade to the latest version of the
VMware Infrastructure suite, including
the latest versions of ESX, VirtualCenter,
and VCB. Updated versions of
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VirtualCenter components can often
enhance VCB snapshot reliability.
Configure the snapshot mount point
over as many dedicated spindles as
possible. After a VCB snapshot is cre-
ated, data is transferred from the VM
data store to the backup proxy mount
point, and ensuring that the data path
from the data store to the snapshot
mount point is as fast as possible can
help significantly accelerate the com-
pletion of the snapshot process.

Keep in mind that raw device mapping
(RDM) disks are not currently sup-
ported through VCB backups, and are
skipped automatically.

Administrators should also keep the fol-

lowing in mind regarding data recovery:

VCB does not enable direct recovery of
individual files and folders to individual
VMs. Administrators must install the
Backup Exec AWS on the target VM to
perform GRT-enabled recovery of indi-
vidual files and folders. Alternatively,
they can perform a client recovery to a
Microsoft Windows® OS-based share,
then access the restored files and trans-
fer them to the VM through this share.
Granular recovery of individual files
and folders from within a .vmdk file
typically works best when restoring
from a disk-based backup. Although
granular recovery from a tape-based

backup is supported, it requires admin-

Figure 3. Virtual machine discovery and selection in Symantec Backup Exec 12.5

istrators to temporarily stage the entire
.vmdk file to a disk location during the
restore process and then remove it. To
recover the .vmdk file, sufficient disk
space must exist on the temporary
in the

Restore Job Properties window.

staging location specified

SIMPLIFIED DATA PROTECTION
FOR VIRTUALIZED ENVIRONMENTS
The Symantec Backup Exec 12.5 software
in the new Dell PowerVault DL2000O -
Powered by Symantec Backup Exec intro-
duces a variety of flexible capabilities to
help protect VMware virtualized environ-
ments as part of an overall backup strat-
egy. Taking advantage of features such as
the Symantec Backup Exec AVVI and fol-
lowing best practices can help organiza-
tions implement powerful, simplified
backup and recovery for their VMware vir-
tualized environments.®
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Introducing CA XOsoft™ Replication r12. It's how your data is saved just in the nick of time — all the time. Because it's the
first recovery management solution to integrate Continuous Data Protection (CDP) capabilities. So now, historically painful data
recovery validation can be done automatically, in mere seconds. And with the optional Interactive CDP Repository, your exchange
users can even retrieve their own data back to the last second before it corrupted. And when your users are free to retrieve
their own data, you are free to do more important things like run an IT department. View the webcast replay or download
the flash at ca.com/partners/xosoft.

For immediate assistance,
contact a Dell Software Specialist
at 1-800-388-2785
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By Shefali Chinni
Omar Sultan

Nelson Stewart

BOOSTING DATA CENTER
THROUGHPUT WITH
VIRTUALIZATION-READY
10 GIGABIT ETHERNET

As virtualization becomes pervasive, increasing the
number of high-bandwidth network ports is not always
enough to meet the bandwidth needs of enterprise

data centers. To help support the 1/O requirements

of multiple virtual machines in server consolidation
and virtualization scenarios, Dell, Intel, and Cisco have
teamed up to offer organizations a virtualization-tuned
10 Gigabit Ethernet SFP+ direct attach solution.

he 10 Gigabit Ethernet (I0GbE) networking

standard established in 2002 was, at that

time, primarily applicable as part of specific
solutions that demanded extremely high bandwidth.
Today, however, the broad adoption of server virtu-
alization is helping reshape networking in the data
center. Because multiple virtualized servers support
heavy workloads on a single physical server, they
compete for /O capacity. This demand often exceeds
the multiple Gigabit Ethernet (GbE) connections
commonly used for servers today.

The shift toward rack-optimized servers in the
data center has changed network architecture. Today,
top-of-rack switches are deployed to aggregate net-
work connections from rack-mounted servers. Using
rack-mounted equipment has shortened the distance
between switch and servers to an ideal length of less
than 10 m—helping provide a corresponding decrease
in overall costs.

Dell, Intel, and Cisco have responded to the
demand for increased /O bandwidth and cost effi-
ciency with a joint approach that combines virtualiza-
tion, reliability, and performance features with a
cost-effective 10 m cabling reach for connections
between rack-mounted servers and the top-of-rack
switch. Based on Intel® TO0GbE small form-factor plug-
gable + (SFP+) direct attach network adapters and

Virtual Machine Device Queues (VMDq), Cisco Nexus”
5000 Series Switches, and Intel architecture-based
Dell” PowerEdge™” servers, this ecosystem is designed
to provide an outstanding platform for virtualization.

CABLING INTEL ADAPTERS, CISCO
SWITCHES, AND DELL SERVERS

Intel adapters and cabling can provide a simplified
alternative to multiple GbE server adapters in slot-
constrained environments. The Intel 10 Gigabit AF DA
dual-port server adapter is a cost-effective, energy-
efficient adapter that provides direct attach copper
twinaxial cable connection (compliant with the SFP+
MSA SFF-8431 specification) between a server and a
top-of-rack switch. The adapter offers two ports and a
low-profile PCl Express (PCle) form factor to provide
cost efficiency and energy efficiency for slot-
constrained data centers. Designed in a low-profile
PCle form factor, these adapters offer 10GbE network
performance with inexpensive SFP+ direct attach
copper connectors and cabling up to 10 m.

Intel 10 Gigabit XF SR server adapters, based on
the Intel 82598EB 10GbE controller, are also designed
to meet the throughput and latency requirements of
bandwidth-intensive applications. These adapters are
designed to provide a significantly reduced power
envelope for additional energy efficiency.
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Cisco Nexus switches are another key
component of the 10GbE SFP+ network-
ing solution. Designed to use standard
SFP+ connectors, Cisco Nexus 5000
Series Switches support SFP+ direct
attach Intel 10GbE copper server adapters
for in-rack or adjacent-rack use. They inte-
grate transceivers with twinaxial cables
into an energy-efficient, cost-effective,
low-latency solution, and are designed to
use only 0.1 W of power per transceiver—
which typically introduces only 0.25 micro-
seconds of latency per link.

Dell PowerEdge servers with dual- and
quad-core Intel Xeon® processors form the
foundation for the solution. Intel supports
the 10GbE SFP+ server adapter on the
PowerEdge R900, a four-socket, quad-
core 4U rack server; the PowerEdge 2900
Il, a two-socket, quad-core 5U rack-
mountable tower server; the PowerEdge
2950 Ill, a two-socket, quad-core 2U rack
server; and the PowerEdge 1950 III, a two-
socket, quad-core 1U rack server.

OPTIMIZING IN-RACK CONNECTIONS
WITH 10GBE ADAPTERS

Intel 10GbE adapters can provide a range
of benefits for enterprise data centers.
Network interface cards (NICs) come
with both Microsoft®
Windows® and Linux® operating systems.

support for

In addition, the SFP+ form factor is typi-
cally used for fiber connections, where
the optical connector is plugged into the
cage to which the cable is connected.

Direct attach twinaxial cables
feature a factory-terminated
connector that slides directly into
the cage and offers up to a 10 m length
for rack-mounted servers connecting to
the top-of-rack switch.

Intel T0GbE adapters can also extend
significant cost benefits to enterprise data
centers. Because the direct attach cables
do not exceed 10 m in length (compared
with 100 or 300 m for stand-alone cables)
and are already terminated, they are typi-
cally not as costly as traditional fiber
options—often approaching the same
price point as GbE cabling. In addition,
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dual-port SFP+ direct attach server adapt-
ers help reduce per-port energy consump-
tion and costs.

Intel Virtualization Technology for
Connectivity (Intel VT-c) supports Intel
10GbE adapters by providing a set of
virtualization-specific enhancements
designed to accelerate network I/O per-
formance and reduce processor utiliza-
tion. Intel VT-c incorporates two key
technologies that help reduce latency,
accelerate 1/0O throughput, and offload
network overhead tasks for virtualized
servers: Intel /O Acceleration Technology
(Intel I/OAT) and Intel VMDq,.

I/OAT
PowerEdge servers, and it offers a suite of

Intel is available on Dell
features that help enhance data accelera-
tion across a platform that is independent
of the OS on the server. Intel I/OAT includes
features such as checksum and segmenta-
tion offloads, Message-Signaled Interrupts
Extended (MSI-X), receive-side scaling,
receive-side coalescing, Intel QuickData
Technology, and low-latency interrupts.
The Intel VMDq networking hardware
feature on Intel server adapters provides
further acceleration by assigning packets
to different virtual machines (VMs) in a
virtualized server. The received packets
are sorted and collected into queues for
the appropriate VM and are then trans-
ferred up to the hypervisor, helping
enhance performance by offloading 1/0
packet sorting from the hypervisor to the
network silicon. This in turn helps optimize
performance in virtualized environments
by releasing processor cycles for
application processing

rather than network 1I/O processing to

make efficient use of available resources.
Intel VMDq can also handle transmission
of packets from the VMs on the host server
to enable timely and fair delivery to the
network, which helps further enhance
speed and throughput.

CONSOLIDATING NETWORK
ENVIRONMENTS WITH CISCO
NEXUS 5000 SERIES SWITCHES
The Cisco Nexus 5000 Series, part of the
Cisco Nexus family of data center-
class switches, is part of an innovative
architecture designed to enable a high-
performance, low-latency, and cost-
effective standards-based Ethernet
unified fabric. Cisco Nexus 5000 Series
Switches facilitate consolidation and
enhanced utilization of previously sepa-
rate infrastructure and cabling, and are
designed to reduce the number of adapt-
ers and cables by up to 50 percent while
helping avoid redundant switches. In this
manner, these switches can help simplify
cable management and contribute sig-
nificantly to power usage efficiency and
cost-effective cooling—especially for
rack-optimized servers.

Cisco Nexus 5000 Series Switches
also help create a consistent set of net-
work and storage services across the
data center, allowing hosts to connect

to network or storage

resources through a

The Intel 10 Gigabit AF DA dual-port server adapter provides
a low-profile PCle form factor for slot-constrained environments
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Cisco Nexus 5000 Series Switches help consolidate network environments into a single unified fabric (shown: Nexus 5020 switch)

unified Ethernet interface and helping
accelerate rollout of new applications and
services. They are designed to provide
VM-aware services for increased asset
utilization, simplified server connections,
rapid server provisioning, security, and
quality of service. In addition, Cisco Nexus
5000 Series Switches can map VMs to
network profiles, allowing network ser-
vices to be managed at the VM level. This
mapping helps enhance manageability,
simplify troubleshooting, and maintain
compliance. Consistent network and secu-
rity policies can also be managed centrally
over the unified fabric.

The distributed virtual software Cisco
Nexus 1000V Series Switches, which are
expected to be available in the first half
of 2009, help address one contradiction
of the evolving data center: the need to
exert a fine level of control over band-
width versus the need to deliver high
levels of aggregate bandwidth to the
server. In an environment in which the
VM is essentially the new building block
in the data center, organizations must
be able to provision, manage, and trou-
bleshoot network connectivity with
VM-level granularity.

The Cisco Nexus 1000V Series is
designed to enable IT managers to set and
enforce security and connection policies,
conduct automated provisioning, and
leverage diagnostics features for thou-
sands of live VMs throughout the data
center. When available, the Cisco Nexus
1000V Series is expected to help IT admin-
istrators easily manage VMs as they
migrate them across physical servers
during routine hardware maintenance or
balance server workloads for optimized
application performance and availability.
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VIRTUALIZATION AND FLEXIBLE COMPUTING

DEPLOYING VIRTUALIZED DATA
CENTERS WITH DELL SERVERS
Dell

benefits in a powerful portfolio of Intel

offers valuable data center
processor-based rack servers, including
the Dell PowerEdge R900, PowerEdge
2900 IIl, PowerEdge 2950 Il

PowerEdge 1950 Ill servers. Designed to

and

deliver enhanced performance, these
highly efficient rack servers optimize
space and productivity by utilizing virtu-
alization technologies.

These PowerEdge servers incorporate
Intel Xeon processor-based platforms
I/OAT. When used
together with Intel 10GbE server adapt-

integrating Intel
ers, I/OAT helps enhance server |/O per-
formance and optimize bandwidth. These
capabilities combine to offer excellent
platforms for virtualization that help
streamline deployment across virtualized
infrastructures.

PowerEdge servers with Intel TOGbE
server adapters are supported by VMware
ESX 3.5 Update 1, which enables organi-
zations to enhance performance across
platforms, optimize network traffic man-
agement in virtualized servers, and effi-
ciently balance adapter workloads.

BUILDING A PLATFORM FOR

HIGH-BANDWIDTH NETWORKING
Escalating deployments of servers with
multi-core processors and running appli-
cations requiring ever-increasing band-
width demands—such as virtualization,
high-performance computing, database
clusters, and video on demand—are con-
tributing to the demand for 10GbE con-
nections in data center server racks. Intel
10GbE adapters enable a clear upgrade

and migration path to high-performance

networks. And with direct
attach copper twinaxial
cabling, platforms comprising
Intel TOGbE AF DA dual-port
server adapters, Cisco Nexus
5000 Series Switches, and
Dell PowerEdge rack servers
allow organizations to take
advantage of an ecosystem
tuned for high-bandwidth networking—
and at an attractive price point.(')

Shefali Chinni is the marketing manager
for future 1/O virtualization technologies
and future Gigabit Ethernet silicon at Intel.
Before joining Intel, she held various prod-
uct marketing management and strategic
planning positions at Hewlett-Packard.
She has an M.B.A. in Marketing from

Osmania University.

Omar Sultan is the solution manager for
data center switching for the Data Center
Solutions team at Cisco Systems. Omar has
over 20 years of experience in the IT indus-
try and has been an active Cisco Certified
Internetwork Expert (CCIE) since 1994.

Nelson Stewart is a storage and network-
ing product manager for enterprise NICs
and blade server I/0, and has over 29 years
of experience in the IT industry. Before
joining Dell, he was a member of Hewlett-

Packard’s BladeSystem Business team.
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Intel Virtualization Technology:
www.intel.com/go/vtc

Cisco Nexus 5000 Series Switches:
Www.cisco.com/go/nexus5000

Intel adapters for Dell servers:
DELL.COM/SNP
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ON DELL

POWEREDGE CLUSTERS

The Microsoft® Windows® HPC Server 2008 high-
performance computing (HPC) platform is designed to

simplify the deployment, configuration, and manage-
ment of HPC clusters while also integrating multiple
performance enhancements. Running this platform
on clusters of Dell” PowerEdge™ servers can provide
a highly available, high-performance foundation for

HPC applications.

icrosoft Windows HPC Server 2008 is

designed to provide a simplified, highly

available platform for high-performance
computing (HPC) cluster environments. Built on
Microsoft Windows Server® 2008 64-bit technology
and integrating multiple enhancements to help increase
network performance, it includes both Windows Server
2008 HPC Edition as the cluster OS and Microsoft
HPC Pack 2008 to provide the necessary cluster utili-
ties for running and managing HPC applications. By
deploying this platform on clusters of Dell PowerEdge
servers, cluster administrators can minimize the time
required for cluster management and focus on running
HPC applications productively.

SIMPLIFIED CLUSTER CONFIGURATION
AND MANAGEMENT

Microsoft Windows HPC Server 2008 includes HPC
Cluster Manager, an integrated cluster management
utility that helps simplify cluster deployment, con-
figuration, and management, including key HPC
tasks such as setting up head nodes and managing
compute nodes. It incorporates wizard-based con-
figuration tools, compute node templates, node
monitoring and management tools, job monitoring
and management tools, integrated diagnostic and

reporting utilities, and the Windows PowerShell”
command-line shell.

Wizard-based configuration tools. Administrators
can use wizards to perform many initial configuration
tasks in HPC Cluster Manager. When the application
launches for the first time, it displays a To-Do List
screen showing the wizards available for required
configuration steps (see Figure 1). After the cluster
is configured, administrators can perform cluster
management tasks through corresponding
Configuration, Node Management, Job Management,
Diagnostics, and Charts and Reports panes of HPC
Cluster Manager.

Compute node templates. Compute node tem-
plates specify the operations to be performed during
compute node provisioning. To help simplify compute
node management when compute nodes have differ-
ent hardware configurations or different roles,
Windows HPC Server 2008 allows administrators to
create multiple compute node templates. These tem-
plates do not need to include an OS; administrators
can include the OS as part of the template or install
it separately, depending on their needs. During OS
deployment, the templates specify whether the copy
operation is to be performed through multicast, which
helps reduce overall network traffic and accelerate

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.



http://DELL.COM/PowerSolutions

the simultaneous installation of multiple
compute nodes.

Administrators can customize tem-
plates using the template editor, includ-
ing
applications or running additional com-

installing additional patches or
mands during deployment. Deployments
are based on Windows Imaging (WIM)
images, which administrators can create
from the installation media. HPC Cluster
Manager also allows administrators to
inject drivers into these images. For
advanced setups, administrators can also
create images using the Microsoft
Windows Automated Installation Kit. As
updates for compute nodes become
available, administrators can apply them
using a node template.

Node monitoring and management
tools. The Node Management pane in HPC
Cluster Manager includes different views
of the compute nodes for monitoring and
lists the available actions administrators
can perform on cluster nodes. A heat map
allows real-time monitoring of selected
metrics on the cluster nodes, which can
be grouped and filtered for management
or job scheduling.

Job monitoring and management
tools. Administrators can schedule or
monitor jobs using the Job Management
pane in HPC Cluster Manager. A separate
job scheduler application is available for
nodes that are not part of the cluster but
will be submitting jobs. Only domain
users identified as cluster users are
allowed to submit jobs, and only users
identified as cluster administrators can
perform administrative tasks such as can-
celing a job submitted by another user.
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Figure 1. Wizards in Microsoft HPC Cluster Manager help simplify initial configuration tasks

The job scheduler also includes policies
for service-oriented architecture applica-
tions and adaptive multilevel resource
allocation, and allows administrators to
launch jobs on a large number of nodes
without any additional penalties com-
pared with small jobs.

Integrated diagnostic and reporting
utilities. HPC Cluster Manager provides a
variety of tools for monitoring cluster per-
formance and node health and to help
troubleshoot the cluster if problems arise.
The tests are categorized as scheduler
tests, services tests, connectivity tests,
system configuration tests, and service-
oriented application tests. The reports
monitor cluster metrics such as job
throughput, cluster processor usage,

“‘By deploying Microsoft Windows
HPC Server 2008 on clusters of Dell
PowerEdge servers, cluster administra-
tors can minimize the time required for
cluster management and focus on run-
ning HPC applications productively.”

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

cluster network usage, node availability,
and job turnaround.

Windows PowerShell. Windows
PowerShell offers comprehensive man-
agement utilities through a command-line
shell, enabling administrators to use com-
mands or scripts to help effectively per-

form cluster operations.

PERFORMANCE AND
AVAILABILITY ENHANCEMENTS
Microsoft Windows HPC Server 2008
includes multiple enhancements to per-
formance and availability, including
Microsoft Message Passing Interface (MS
MPI), event tracing, the Network Direct
interface, a variety of networking changes
and enhancements, and head node high
availability.

Microsoft Message Passing Interface.
Windows HPC Server 2008 comes with
MS MPI, which provides the networking
interface to the cluster applications and
is compatible with the MPICH2 reference
implementation. MPI-1 and MPI-2 are
standard messaging interfaces defined
for cluster applications that implement
the required communication operations
used by parallel applications. Multi-core
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processor-based systems can benefit
from the enhancements to shared
memory communications in MS MPI.

Event tracing. To help increase cluster
application performance, MS MPI includes
integrated event tracing that compilers
can use to optimize the code for a specific
cluster. Event tracing helps simplify devel-
oper tasks by enabling them to tune
performance and debug the application
if they encounter any errors.

Network Direct. Network Direct is a
Remote Direct Memory Access (RDMA)
networking interface that uses a more
direct path than Windows Sockets
(Winsock) Direct to support networking
hardware. This approach helps increase
the performance and efficiency of MPI
applications running over high-speed net-
work fabrics.

Networking enhancements. Windows
Server 2008 includes many networking
changes and enhancements. The updated
implementation of the TCP/IP stack
included in Windows Server 2008 is
called the Next Generation TCP/IP stack
and is based on current networking tech-
nologies.! Key features of this stack
include the following:

= Receive Window Auto-Tuning: The
receive window size sets the maximum
number of packets that have been
received but not acknowledged.
Receive Window Auto-Tuning allows
the OS to dynamically adjust the receive

window to an optimal size based on the
network condition, enabling increased
network throughput between cluster
nodes and increased network utilization
during data transfer.

Compound TCP: Compound TCP tunes
the amount of data sent at a time in a
packet by monitoring the bandwidth-
delay product, network variations, and
packet losses, with an increase in
packet size that helps accelerate data
transfer. Together, Receive Window
Auto-Tuning and Compound TCP can
help increase network utilization and
optimize network performance for
HPC applications.

Explicit Congestion Notification (ECN):
Network congestion can potentially
cause dropped packets. ECN support
for TCP enables routers experiencing
congestion to mark their packets, with
TCP peers then reducing their transmis-
sion rate on receiving marked packets
to help avoid packet loss.

Server Message Block (SMB) 2.0:
Windows uses SMB for file sharing. Many
HPC applications use file shares to com-
municate input, output, or intermediate
result files. SMB 2.0 supports a larger
buffer size than SMB 1.0, allows multiple
SMB commands to be sent at once, and
has increased limits on the number of
concurrent open file handles.

TCP Chimney Offload: TCP Chimney
Offload delegates TCP traffic processing
to TCP/IP Offload Engine (TOE)-capable

€€Using Microsoft Windows HPC Server
2008 on clusters of Dell PowerEdge
servers can enable organizations to
deploy highly manageable, highly
available, high-performance clusters
in their HPC environments.”

network adapters, helping free proces-
sor cycles for other application tasks.

=  Receive-side scaling: Receive-side
scaling distributes the processing of
incoming traffic among multiple pro-
cessors, enabling multi-core processor-
based servers to handle incoming
traffic more quickly than they could
otherwise.

Head node high availability. Windows
HPC Server 2008 enables administrators
to set up the head node in a failover clus-
ter configuration for high availability. If the
cluster head node fails, the standby server
in the failover cluster becomes active and
then serves as the head node, enabling
submitted jobs to continue running. Other
head node tasks also migrate automati-
cally to the standby server after a short
pause. This high-availability configuration
requires that the head node be running
the Microsoft Windows Server 2008
Enterprise Edition or Datacenter Edition
OS as well as the Microsoft SQL Server®
2005 database platform.?

NETWORKING PERFORMANCE
ON DELL POWEREDGE SERVERS
Dell supports Microsoft Windows HPC
Server 2008 on Intel® Xeon® processor-
based Dell PowerEdge 1950 IlI and
PowerEdge 2950 IIl servers as head
nodes and on Intel Xeon processor-based
PowerEdge 1950 I, PowerEdge 2950 IlI,
and PowerEdge M600 servers as com-
pute nodes. Dell also supports Windows
HPC Server 2008 on AMD Opteron™
processor-based PowerEdge 2970 serv-
ers as head nodes and on AMD Opteron
processor-based PowerEdge SC1435,
PowerEdge M605, PowerEdge M805, and
PowerEdge M905 servers as compute
nodes. For cluster storage, Dell
MD1000, PowerVault
MD3000, and PowerVault MD1120 RAID
arrays in direct attach storage mode can
be attached to the head node.?

PowerVault™

"For more information about TCP/IP networking enhancements, visit technet.microsoft.com/en-us/library/bb726965.aspx.

ZFor more information, see the Windows HPC Server 2008 documentation
3For more information on supported configurations, visit DELL.COM/HPCC.
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Figure 2. Microsoft Windows HPC Server 2008 provides increased network performance over Windows Compute

Cluster Server 2003

To evaluate the networking perfor-
mance enhancements in Windows HPC
Server 2008, in July 2008 Dell engineers
tested an example cluster consisting of 16
Dell PowerEdge 1950 servers, each con-
figured with two quad-core Intel Xeon
E5450 processors at 3.00 GHz, 4 GB of
RAM, and Gigabit Ethernet interconnects.
The tests were designed to compare net-
working performance on these nodes
when running the Windows Compute
Cluster Server (CCS) 2003 platform and
when running Windows Server 2008
Standard Edition as the OS with Microsoft
HPC Pack Release Candidate 1 (RC1* as
the cluster package.

The tests were based on the SendRecv
parallel transfer benchmark in the Intel
MPI Benchmarks 3.0 suite,® which is
based on MPI_SendRecv and is well
suited for measuring bidirectional band-
width. The processes in this benchmark
form a virtual ring, with each process
sending messages to the process on the
right and receiving messages from the
process on the left in the communication
chain. For each process, the turnover

count is two messages per sample (one
send and one receive). The test runs with
varying message lengths starting at
O bytes, then increasing to 1 byte, then
doubling up to 4,194,304 bytes, with tim-
ings averaged over multiple samples.
Figure 2 shows the results, which
demonstrate that Windows HPC Server
2008 performed better than Windows
CCS 2003 for message sizes.
Performance did dip at around the 128 KB
message size, which was attributable to

all

the MPI protocol changing from the Eager
protocol to the Rendezvous protocol. The
Eager protocol transfers the MPI header
and the message without waiting for the
receiver to be ready, and is typically suit-
able for small message sizes. As message
size increases, however, MPI switches to
the Rendezvous protocol, in which an ini-
tial handshake occurs and the sender
waits for the receiver to be ready with a
buffer. Administrators can modify the
point at which this switch occurs using
the MPICH_SOCK_EAGER_LIMIT environ-
ment variable; the default value for this
variable is 128 KB.

SIMPLIFIED, HIGHLY AVAILABLE
COMPUTE CLUSTER PLATFORM
Microsoft Windows HPC Server 2008 is

designed to greatly simplify cluster man-

agement, helping reduce the time admin-
istrators spend managing a cluster and
enabling them to focus on productively
running HPC applications. Using this
platform on clusters of Dell PowerEdge
servers can enable organizations to
deploy highly manageable, highly avail-
able, high-performance clusters in their
HPC environments.®

Aziz Gulbeden is a systems engineer in
the Scalable Systems Group at Dell. His
current areas of focus include Microsoft
Windows OS-based computer clusters
and scalable file and storage systems. He
has a B.S. in Computer Engineering from
Bilkent University and an M.S. in Computer
Science from the University of California,
Santa Barbara.

Mausmi Kotecha is an engineering analyst
in the Enterprise Solutions Group at the
Dell Bangalore Development Center. Her
areas of interest include HPC clustering
packages, performance analysis of parallel
applications, and cluster file systems.
Mausmi has a bachelor’s degree in
Computer Science from Atmiya Institute

of Technology and Science.
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Dell HPC cluster solutions:
DELL.COM/HPCC

Microsoft Windows HPC
Server 2008:
www.microsoft.com/hpc

*Available at connect.microsoft.com.

® Available at www3.intel.com/cd/software/products/asmo-na/eng/219848.htm.
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USING PLATFORM
OPEN CLUSTER STACK -
DELL EDITION

As high-performance computing (HPC) environments
continue to grow in size and complexity, cluster
deployment and management have become increasingly
challenging. Platform™ Open Cluster Stack — Dell Edition

helps address these challenges with an open source,
modular, hybrid architecture designed to easily inte-
grate third-party software and help simplify deployment
and management for cluster administrators.

Mark Black

igh-performance computing (HPC) environ-
ments often comprise a huge data center
housing thousands of compute nodes
designed to incorporate powerful multi-core proces-
sors. To help them deploy and manage these complex
environments, administrators often use multiple open
source tools for different aspects of administration.
Integrating these tools seamlessly, however, can be
time-consuming and difficult.
Platform Open Cluster Stack (OCS) - Dell Edition
is designed to simplify this process. By providing a
unified framework that supports a variety of tools
and the seamless integration of third-party products—
including both open source software and Dell-specific
tools such as the Dell OpenManage™ suite—this com-
prehensive software stack can help administrators
efficiently deploy and manage Linux® OS-based HPC
clusters even in highly complex environments.

INTRODUCING THE KUSU-BASED
PLATFORM OCS - DELL EDITION STACK
Platform OCS - Dell Edition is an open source, modu-
lar, hybrid software stack that integrates other open
source software as well as commercial software to
form a unified cluster environment. This seamless

integration of different components helps support

the consistent deployment and management of scale-
out Linux clusters. Integrated components include
the Platform Lava job scheduler, the Platform Load
Sharing Facility (LSF®) application (optional), Mellanox
OpenFabrics Enterprise Distribution (OFED) (for Dell”
PowerEdge™ servers using Mellanox InfiniBand cards),
QLogic OFED (for Dell PowerEdge servers using
QLogic InfiniBand cards), Platform OFED, Message
Passing Interface (MPI) (MVAPICH and Open MPI),
Intel® runtime libraries, and so on. The latest version
of the Platform OCS - Dell Edition software stack is
based on Red Hat® Enterprise Linux 5 Update 1 and
Platform OCS 5.1.

Architecture

Platform OCS - Dell Edition is designed as a compre-
hensive HPC software stack (see Figure 1). Kusu, the
middle layer of the stack, comprises the tools that
build the cluster and acts as a cluster toolkit founda-
tion for the stack. The bottom layer, which Kusu makes
use of, contains different protocols for a variety of
functionalities. The upper layer includes the cluster
middleware technologies such as job schedulers, MPI
applications, external cluster health-monitoring tools,
and end-user applications. These layers are closely tied
to and integrated within the Kusu framework.
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Figure 1. Platform OCS — Dell Edition framework

The Kusu framework is built on several
basic elements:

= Installer node: HPC cluster setup pri-
marily requires a master node known
as an installer node. Installer nodes
maintain the kusudb MySQL database
for all functionalities.

= Node group: The node group is the
template that defines the various prop-
erties of the compute nodes so that one
set of compute nodes can be distin-
guished from the others based on the
node grouping. Kusu provides different
node groups such as installer, compute-
rhel-5-x86_64,
rhel-5-x86_64, compute-diskless-rhel-
5-x86_64,
groups. From these node groups,

compute-imaged-

and unmanaged node

administrators can make copies and
create customized node groups—for

example, one group for InfiniBand and
another for Gigabit Ethernet. This
approach enables administrators to
distinguish sets of nodes to take

specific actions on, including selecting

components to install; setting network
configurations; changing the disk
partitioning, OS, and kernel parame-
ters; or adding custom scripts.

= Kits: To help ease the installation of dif-
ferent components, the Kusu frame-
work packages different software com-
ponents into kits. A kit may contain Red
Hat Package Manager (RPM™) pack-
ages, scripts, applications, or services
that must be installed on compute
nodes, and includes meta-RPM compo-
nents with configuration scripts and
dependency information. Administrators
can install kits from an ISO image or a
mount point. Figure 2 shows an exam-
ple of a kit framework.

Two advantages of using this mecha-
nism are that the MySQL database stores
information related to the different kits,
and that it eliminates the need to config-
ure applications and services manually.
Installing the kit components automati-
cally generates and updates the configu-
rations the service or application needs,
which can help save time.

A variety of kits are available by
default with Platform OCS - Dell Edition;
administrators can add these kits during
installation of the installer node or after
installation. Available kits include the
following:

Component A-k

Kit B

Figure 2. Example Kusu kit framework
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= Base Kit: Contains the basic compo-
nents needed for the Kusu framework,
as well as the tools for managing the
kit and node groups and installing
the nodes

= OS Kit: Contains the Red Hat Enterprise
Linux 5 Update 11SO image on DVD

= OFED Kit: Includes the OFED stack
and drivers for InfiniBand configura-
tion, as well as the opensmbd subnet
manager

= HPC Kit: Contains math libraries such as
Automatically Tuned Linear Algebra
Software (ATLAS), Basic Linear Algebra
Communication Subprograms (BLACS),
and Scalable Linear Algebra Package
(ScaLAPACK), as well as MPI distribu-
tions such as MVAPICH 1 and 2, Open
MPI, and MPICH 1and 2 and precompiled
benchmarks such as High-Performance
Linpack (HPL) and IOzone

= Platform Lava Kit: Provides scheduling
for workload management on the com-
pute nodes (based on an open source
version of Platform LSF)

The Base Kit and OS Kit are mandatory
in Platform OCS - Dell Edition clusters. For
more information on management and
monitoring kits, see the “Managing and
monitoring clusters” section in this article.

During installation, Platform OCS - Dell
Edition copies the OS media into a kit it
uses to make a repository—a container
that can store individual software compo-
nents, RPM packages, custom scripts, and
even a complete OS. To help resolve con-
flicts between kits and help provide fail-
safe upgrades, administrators can create
custom repositories to distinguish one
repository from another. The default
repository in Kusu is called “Repo for rhel-
5-x86_64"; the default repository path is
/depot/repos/1000. Administrators can
take snapshots of a repository without
affecting the original repository.

During installation of the installer
node, associations are created between
the kits and node groups—meaning
that many applications (provided by
kits) require no manual configuration. If

64 DELL POWER SOLUTIONS | November 2008

Platform
0CS — Dell
Edition kit depot
(/depot/kits)

Specify a repository
for the kit components

_

Add a new kit

Edition repository
(/depot/repo/...)

Refresh the repository

Platform
0CS — Dell

Assign kit
components to
node groups

y

Nodes are updated
or reprovisioned
with the new kit

OR —— >

Kit components are
automatically assigned
to node groups
defined in the kit

—

Figure 3. Sequence for creating custom Kusu kit, node group, and repository associations

administrators create custom reposito-
ries, kits, or node groups, they should do
so sequentially to help ensure that the
components are updated correctly in the
MySQL database. Figure 3 shows the cor-
rect sequence:

1. Add a new kit A using the kitops
--add A command.

2. Specify a repository for the kit compo-
nents using the repoman command.
Documentation and kit component
configuration are stored on the installer
node.

3. Refresh the repository after adding the
new Kkit.

4. If the kit components are not automati-
cally assigned to node groups defined
in the kit, use the ngedit tool to assign
the components to node groups.

5. Nodes in the node group are then
updated or reprovisioned with the new
kit. Adding a new kit typically does not
require reprovisioning.

This framework architecture enables
administrators to build heterogeneous
software bundles for various node
groups, and to take advantage of its
flexibility in defining the behavior and
characteristics of individual components
in the cluster.

Installation and deployment

Installing cluster nodes using the Kusu
framework is a network-based process;
only the primary installer node requires
administrators to select from various
options and start the installation.
Administrators can install the other com-
pute nodes using a Preboot Execution
Environment (PXE) mechanism, without
needing to perform manual intervention.

Platform OCS - Dell Edition uses the Red
Hat Anaconda installer for the compute
nodes. A kickstart file tells Anaconda the
desired RPM packages and the root pass-
word needed on compute nodes. During
installation, the installer node shows different
options to define the partitioning schema,
which is completed outside Anaconda. For
compute nodes, the ngedit node group
editor enables administrators to modify the
partitions needed for compute nodes.

The automatic installation mechanism
in Platform OCS - Dell Edition enables
administrators to easily deploy the com-
ponents, node groups, and other behavior
predefined in the installer node to the reg-
uisite compute nodes. By integrating the
ability to define functionality and the
installation mechanism within one frame-
work, Platform OCS - Dell Edition helps
significantly simplify cluster deployment
and management.
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MANAGING AND MONITORING
CLUSTERS

Managing a cluster effectively can be

challenging—requirements vary depending
on the complexity of cluster setup and
operations performed throughout the
cluster life cycle. The Dell OpenManage
suite offers several options ranging from
command-line interfaces to intuitive
graphical user interfaces for both in-band
and out-of-band systems management. In
addition, the Kusu-based Platform OCS -
Dell Edition stack makes a variety of utili-
ties available to support complementary
cluster software deployment, resource
management, and monitoring of cluster-
level performance, cluster job state, and
resource utilization.

Cluster management tools

The Platform OCS - Dell Edition Base Kit
contains a number of useful command-
line tools and utilities to help simplify
cluster management, including the
following:

= addhost: A tool that allows administra-
tors to add and remove nodes from a
specified node group

= boothost: A tool to create the PXE
configuration files used when starting
up a node

= cfm: A configuration file manager that
synchronizes node group packages
and files

= netedit: A tool that defines available
network interfaces in a cluster, which
are then associated with node groups

= ngedit: The node group editor

= nghosts: A tool that moves hosts
between node groups

= repoman: A tool that manages the
repositories associated with different
node groups in a cluster

= repopatch: A tool that updates reposi-
tories using the yum (Yellowdog
Updater, Modified) tool and/or the Red
Hat Network (RHN)

= kitops: A tool to manipulate kits in a
cluster, including adding, removing,
and listing kits

= buildkit: A tool that allows administra-
tors and developers to build new kits
by creating a template workspace for
the kit

= genconfig: The database-reporting
and file-generating tool

=  pdsh: A high-performance, parallel
remote-shell utility used to run com-
mands across a cluster?

Platform OCS - Dell Edition is also
bundled with Platform Lava, an open
source job scheduler based on Platform
LSF that provides a distributed batch
system for submitting jobs and managing
workloads. It helps manage the day-to-
day workload of a whole cluster, providing
simplified job execution, management,
and accounting. This package is part of
the optional Platform Lava Kit and is made
up of two components: component-lava-
master (which installs Platform Lava on
the Platform OCS - Dell Edition primary
installer node and sets up the Platform
Lava master node with a default configu-
ration) and component-lava-compute
(which installs Platform Lava on Platform
OCS - Dell Edition cluster compute nodes).
Administrators can use Platform Lava to
submit jobs within a cluster using the bsub
command, view job status using the bjobs
command, and view job output using the
bpeek command.

Cluster monitoring tools

The Kusu-based Platform OCS - Dell
Edition stack bundles several monitoring
applications, including open source
utilities:

= Cacti: A comprehensive network graph-
ing solution that uses the data storage
and graphing capabilities of RRDTool,
Cacti provides a fast poller, advanced
graphing templates, multiple data

acquisition methods, and various user
management features. Cacti can display
almost any kind of data graphically and
is part of the optional Cacti Kit, which
includes two main components:
component-cacti (installed on a node
that becomes the Cacti master monitor-
ing node that runs the Cacti Web ser-
vice and allows administrators to view
collected Cacti data) and component-
cacti-monitored-node (which instructs
Cacti to include the package-based
compute node group in the collected
data, and to monitor only specified node
groups). The Cacti monitoring node
performs all Cacti configurations.
Nagios: A network management server
that runs on the primary installer node
and monitors cluster hosts, services,
and networks, Nagios provides a Web
interface to display the collected node
information and to generate alerts if
problems occur within configured
thresholds. Nagios monitors the vari-
ous services (such as disk usage, users,
and ping) on both the primary instal-
lation and compute nodes in a Platform
OCS - Dell Edition cluster. This pack-
age is part of the optional Nagios Kit,
which includes two main components:
component-nagios-installer (which
monitors hosts and services and
reports exceeded thresholds and prob-
lems) and component-nagios-compute
(which installs a monitoring agent on
compute nodes that collects informa-
tion and sends it back to the network
management service). Nagios provides
a Web-based console accessible from
compute nodes through component-
nagios-installer.

Ganglia: A scalable statistics collector
that monitors node availability and dis-
plays system load, network usage, and
other resource information for HPC clus-
ters, Ganglia displays detailed informa-
tion about Platform OCS - Dell Edition
clusters and their day-to-day functions,

'For more information, see “Customizing Management of HPC Clusters,” by Arun Rajan, Tong Liu, Yung-Chin Fang, Garima Kochhar, and Ron Pepper, in Dell Power Solutions, February 2007, DELL.COM/Downloads/Global/Power/

ps1q07-20060427-Fang.pdf.

“For a complete list of commands and detailed information on usage and functionality, see the media kit available on the master node and the online documentation available at www.platform.com.
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including uptime, available memory,
number of processors, and processor
usage. Administrators can drill down
within the data to view information
about each node in a cluster. This pack-
age is part of the optional Ganglia Kit,
which includes two main components:
component-ganglia-server (which acts
as the server to which collected cluster
information is returned) and component-
ganglia-agent (which installs a small
daemon that runs on compute nodes
and returns collected data to the
server). All Ganglia configurations are
carried out on the server (by default,
the primary installer node) through the
Ganglia console.

= Ntop: A tool that monitors network
bandwidth and analyzes traffic, ntop
allows administrators to examine the
network patterns of a Platform OCS -
Dell Edition cluster and positions the
network interfaces into a passive listen-
ing mode so administrators can watch
traffic to and from each interface. The
tool plots the data into a database, then
displays this information in the Web
console. This package is part of the
optional Ntop Kit, which has only one
component—component-ntop. Many
ntop configurations, such as changing
the default listening interface, adding
users, restricting user access to pages,
and stopping ntop, are made on the
ntop Web console.

USING THE DELL KIT AND

DELL OPENMANAGE TOOLS

The Platform OCS - Dell Edition media
includes the Dell Kit (called dell-vendor),
which provides drivers and custom
scripts for Dell PowerEdge servers. This
kit automates the installation and deploy-
ment of Dell drivers and utilities on
installer nodes and compute nodes. It
also contains scripts and RPM packages
that administrators can use to install Dell
Module
Support (DKMS) packages, deploy Dell

drivers and Dynamic Kernel

OpenManage software, and configure the
baseboard management controllers
(BMCs) and BIOSs of cluster nodes to
support out-of-band systems manage-
ment and console redirection.?

Understanding kit components

The Dell Kit includes four major com-
ponents: component-Dell-compute,
component-Dell-installer, component-
Dell-pxeboot, and component-Dell-bmc-
setup. Component-Dell-compute and
component-Dell-installer are used for
installing and configuring Dell drivers and
DKMS packages for Dell PowerEdge serv-
ers. These components include e1000, igb,
bnx2, tg3, mptlinux, and megaraid_sas.
During installation, the components
check the PowerEdge server model and
install appropriate drivers and DKMS
packages that are supported and required
for that model. Component-Dell-installer
supports an automatic installation pro-
cess for installer nodes. Component-Dell-
compute is used to deploy Dell drivers
on compute nodes.

Platform OCS - Dell Edition requires
that compute nodes have PXE ahead of
the hard drive in the BIOS boot sequence,
which can be a problem for servers that
have PXE after the hard drive in this
sequence. To help avoid this problem,
component-Dell-pxeboot contains scripts
to configure the PXE boot order (for the
next boot only) of the compute node
using ipmitool. To reinstall compute nodes
without manual intervention (pressing F12
for PXE), administrators must pre-enable
these components.

Component-Dell-bmcsetup installs
Dell OpenManage and configures the
BMCs and BIOSs of the compute nodes
during deployment. For systems with lim-
ited Dell OpenManage support, such as
PowerEdge SC servers, the ipmitool utility
can only configure the BMCs. For systems
that Dell

OpenManage support and are supported

include comprehensive

as part of the Dell HPC program, the script

allows configuration of BMCs and BIOSs
using the Dell OpenManage omconfig util-
ity. After the system has been configured,
it can employ features such as remote
power cycling of servers and console redi-
rection. The script must be enabled to
execute on the compute nodes during

deployment.

Enabling kit components
Administrators can add the Dell Kit by
using the Kit window in the Kusu front-end
installation wizard or by using the kitops
command. After kit installation, the
component-Dell-compute and component-
Dell-installer components are automati-
cally enabled and associated to the default
node group (installer-rhel-5-x86_64) and
default compute node group (installer-
rhel-5-x86_64), respectively. If administra-
tors deploy compute nodes directly
without any further configuration, the Dell
drivers and DKMS packages included in
those components are automatically
installed on the servers.

By default, component-Dell-pxeboot
is disabled after front-end installation;
administrators must perform additional
steps to enable the component using the
ngedit node group editor for a selected
node group. After running ngedit and
choosing a node group, administrators
would then navigate to the Components
window and select “dell-vendor,” then
select “component-Dell-bmcsetup,” and
then update the nodes in the group.
Component-Dell-pxeboot is then acti-
vated on the compute nodes without
reinstallation.

Administrators must enable component-
Dell-bmcsetup manually, following the
same steps as for component-Dell-
pxeboot; component-Dell-bmcsetup con-
tains the scripts administrators need to
automate the installation and the con-
figuration, but not the Dell OpenManage
software itself, which allows Platform
OCS - Dell Edition to be independent
of Dell OpenManage version changes.

3For more information, see “Configuring the BMC and BIOS on Dell Platforms in HPC Cluster Environments,” by Garima Kochhar, Rizwan Ali, and Arun Rajan, in Dell Power Solutions, November 2005, DELL.COM/Downloads/Global/

Power/ps4q05-20050222-Kochhar.pdf.
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Component-Dell-bmcsetup provides a

tool that allows administrators to custom-
ize the behavior of BMCs and BIOSs
before deployment, including defining the
BMC IP addresses, enabling and disabling
console redirection, and so on. If admin-
istrators customize the BMCs and BIOSs,
they must then reinstall the existing com-
pute nodes.

Integrating the predefined vendor-
and cluster-specific parameters and bun-
dles with the compute node installation
process can be challenging. Administrators
can use the components of the Dell Kit to
help them meet their systems manage-
ment requirements on Dell clusters.

MIGRATING FROM PLATFORM OCS 4
TO PLATFORM OCS - DELL EDITION
Platform OCS 4 was based on the Rocks®
cluster toolkit developed by the Rocks
Cluster Group.* Platform OCS - Dell
Edition is based on the open source Kusu
cluster toolkit created by Platform
Computing. A document is available from
Platform Computing Support to help sim-
plify the migration process from Platform
OCS 4.x to Platform OCS - Dell Edition.

Administrators can perform this migra-
tion by backing up and then restoring
important information in three categories:
system information, custom RPM pack-
ages, and XML configurations for compute
nodes. They can use migration tools to
help them back up and restore informa-
tion during this process. First, they must
copy custom RPM packages, scripts, and
XML files manually from the Platform OCS
4.x front-end node to the new installer
nodes. The optional packages and custom
script windows of the ngedit tool in
Platform OCS - Dell Edition allow admin-
istrators to specify custom RPM packages
and scripts deployed on compute nodes.
Administrators must also back up and
restore all other important data on the
existing front-end node.

After all information is ready on the
new Platform OCS - Dell Edition installer

node, administrators can start the com-
pute node deployment process. To start
the deployment, they can simply reboot
(to PXE boot) all Platform OCS 4.x com-
pute nodes.

SIMPLIFYING HPC CLUSTER
DEPLOYMENT AND MANAGEMENT
The Kusu-based Platform OCS - Dell
Edition software stack provides a compre-
hensive set of cluster features and tools
that help simplify the deployment and
maintenance of HPC clusters. Built on a
hierarchical open source architecture,
Platform OCS - Dell Edition provides a uni-
fied framework that supports the seamless
integration of third-party products, includ-
ing both open source utilities and propri-
etary software, as well as pre-bundled
tools to help administrators monitor,
manage, and administer clusters. By taking
advantage of tools such as the Dell Kit and
Dell OpenManage software, administrators
can help simplify the deployment and man-
agement of Dell PowerEdge server-based
HPC clusters.®

Sreeram Vedantham is a development
in the Dell High-
Performance Computing Group. His cur-

engineer adviser

rent interests include high-speed
interconnects, HPC cluster stacks, and

schedulers.

Arun Rajan is a lead systems engineer and
consultant in the Scalable Systems Group
at Dell. His current interests include HPC
cluster management, computing pack-
ages, and product development. He has a
B.E. in Electronics and Communications
Engineering from the National Institute of
Technology, Tiruchirappalli,and an M.S. in
Computer and Information Science from
the Ohio State University.

Shivaraj Nidoni is a senior engineering
analyst in the Dell High-Performance
Computing Group. His current interests
include high-end interconnects, parallel

file systems, and HPC clustering packages.
Shivaraj has an M.Tech. in Computer
Network Engineering from Visvesvaraya
Technological University.

Li Ou, Ph.D., is a systems engineer in the
Scalable Systems Group at Dell. His cur-
rent interests include parallel rendering,
visualization, parallel file systems, high-
performance storage systems, and HPC
clustering. He has a B.S. in Electrical
Engineering and an M.S. in Computer
Science, both from the University of
Electronics Science and Technology
of China, and a Ph.D.
Engineering from Tennessee Technological

in Computer
University.

Gabor Samu is a product manager at
Platform Computing. His current interests
include cluster management and multi-core
programming. He has a B.S. in Computer
Science from the University of Toronto.

Mark Black is development manager at
Platform Computing. His current interests
include cluster management, cluster provi-
sioning, and virtualization. He has a B.E.
from Ryerson University and an M.E.S. in
Signal Processing from the University of
Western Ontario.

BNLINE

DELL.COM/PowerSolutions

Platform Open Cluster Stack:
www.platform.com/products/
platform-open-cluster-stack5

Project Kusu:
www.hpccommunity.org

Dell HPC cluster solutions:
DELL.COM/HPCC

“This product includes software developed by the Rocks Cluster Group at the San Diego Supercomputer Center at the University of California, San Diego, and its contributors.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

DELL.COM/PowerSolutions 67


http://www.platform.com/products/platform-open-cluster-stack5
http://www.platform.com/products/platform-open-cluster-stack5
http://www.hpccommunity.org
http://DELL.COM/HPCC
http://DELL.COM/PowerSolutions

SPECIAL SECTION:
HIGH-PERFORMANCE COMPUTING

Vishvesh Sahasrabudhe

Related Categories:

Dell PowerEdge blade servers

High-performance computing
(HPC)

Intel

Linux

Visit DELL.COM/PowerSolutions

for the complete category index.

68 DELL POWER SOLUTIONS | November 2008

By Brock A. Taylor

Onur Celebioglu

ACCELERATED HPC
PRODUCTIVITY
WITH INTEL CLUSTER
READY SOLUTIONS

The Intel® Cluster Ready program provides a standardized,
replicable way to build and run high-performance
computing (HPC) clusters, helping simplify cluster

deployment and management. By using Intel Cluster
Ready-certified Dell” HPC clusters, organizations can
quickly install and configure clusters to begin running
registered HPC applications.

igh-performance computing (HPC) clusters

can be extremely effective for solving large,

complex problems in areas such as computa-
tional fluid dynamics, weather modeling, bioinformatics,
and oil and gas exploration. However, they can also be
extremely complex and time-consuming to deploy,
manage, and maintain. To help reduce this complexity
and the time required to manage cluster resources,
Intel—with the help of Dell and other partners—launched
the Intel Cluster Ready program. This program is
designed to help organizations create compliant cluster
software environments to run registered applications,
and provide the tools that can help maintain systems
at their expected levels of operations. It also aims to
speed adoption of clusters by organizations otherwise
limited to single workstations or symmetric multipro-
cessing systems because of the complexities of deploy-
ing and operating HPC clusters.

To help demonstrate how this program can help get
verified clusters quickly up and running registered appli-
cations, a team of Dell and Intel engineers undertook a
project to simulate an organization deploying and using
an Intel Cluster Ready-certified Dell HPC cluster. The
project team deployed a 16-node cluster based on
Dell PowerEdge™ M600 blade servers, then ran eight
registered applications to showcase the efficiency
and effectiveness of Intel Cluster Ready solutions.

Using similar clusters in their own environments
enables organizations to focus on determining which
registered applications to run rather than on handling
the complexities of cluster deployment—ultimately
helping increase productivity and accelerate the
return on their investment in computing resources.

UNDERSTANDING THE

INTEL CLUSTER READY PROGRAM

The Intel Cluster Ready program is based on a speci-
fication that defines a common interface for HPC appli-
cations and incorporates industry-wide practices for
building and managing HPC clusters. The defined
application-layer interface enables application porta-
bility between certified clusters. Compliant clusters are
designed to run any registered application, providing
a one-to-many cluster-to-application environment.
Requiring industry standards and practices helps certi-
fied clusters provide the tools and functionality neces-
sary to deploy clusters efficiently and provide the
administrative functionality that fosters simplified
management. Each certified cluster must be built and
verified to be compliant before being released, which
shifts the intricacies of designing and building compli-
ant clusters to the vendor, allowing organizations to
focus on using the cluster for its intended purpose—
running applications and solving problems.

'For more information on the Intel Cluster Ready program, visit DELL.COM/Content/Topics/Global.aspx/Sitelets/Solutions/Cluster_Grid/En/US/Clustering_HPCC?c=us&cs=555&I=en&s=biz&~

section=008.
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As of July 2008, the Intel Cluster
Ready program defines a specification for

Linux® OS-based clusters; Figure 1 shows
the Intel Cluster Ready architecture.
Although other operating systems may be
considered in the future, the July 2008
version is a specific Linux binding. Example
software interface requirements for each
cluster node include the following:

= A Linux kernel that conforms to the
Linux Standard Base

= A Portable Operating System Interface
for UNIX® (POSIX) command system

= |ntel 64 binaries for the base libraries,
GNU C library (glibc), and X11 libraries

= Animplementation of Message Passing
Interface (MPI) 1.2 or later

= A set of common runtime components,
including Intel compilers and libraries

= The OpenFabrics Enterprise
Distribution (OFED) software stack as
the network interface for network fab-
rics beyond Ethernet

Example hardware characteristics and
capabilities include the following:

= At least 512 MB of memory per core
= At least 10 GB of storage space avail-
able to each compute node

Computational
fluid
dynamics

Registered

applications

modeling

= |dentical compute node hardware
(only nominal differences allowed)

= |dentical file trees across compute
nodes

= Node access to a single shared file
space for user home directories

= Cluster management network fabric

The Intel Cluster Ready program uses a
certification process for HPC clusters and a
registration process for applications to
enable its one-to-many ecosystem. A cluster
recipe is a process or mechanism to build a
solution that is compliant with the specifica-
tion. A reference system built from a recipe
is certified to meet the requirements and
can provide the software interface to the
application layer. Separately, HPC applica-
tion vendors register that their codes oper-
ate on top of the defined minimum interface
provided by a compliant cluster. Applications
with components not required by the speci-
fication must be identified on the Intel
Cluster Ready Web site to be a registered
code, or those additional components must
be bundled with the application itself.
Combining these two processes helps pro-
vide a one-to-many ecosystem and avoid
potential problems when a cluster is built
specifically around the requirements of a
single application. Compliant clusters are

Crash Quantum

chromodynamics

Climate
modeling

Bioinformatics

designed to run a single registered applica-
tion or multiple registered applications with-
out modifications or rebuilding the cluster
software stack.

Intel Cluster Checker—a preconfigured
tool included in compliant clusters and
designed to check system health and
performance—is a key component of the
program. This tool systematically runs
through test modules, checking basic
system functionality such as Secure Shell
(SSH) capabilities between nodes as well
as high-level performance across the
cluster—including exhaustive link checking
for expected bandwidth and latency per-
formance between each node pair in the
cluster. It is designed to support efficient
cluster management, reduce the need for
downtime for maintenance, and provide
quick isolation of problems. Its output pro-
vides definitive pass or fail reporting of
cluster health, helping confirm that the
cluster is operating as expected and help-
ing reduce maintenance time.

DEMONSTRATING CLUSTER
SETUP AND USE

In April 2008, a team of Dell and Intel engi-
neers launched a project to showcase the
rapid deployment of an Intel Cluster
Ready-certified Dell HPC cluster and the

Optional
components:

Intel

Single
solution
platform

Intel MPI Library and runtime
Intel Math Kernel Libraries (M luster Edition and runtime

Linux cluster tools
Selected Intel runtime tools

development
tools
(C++, Intel
Trace Analyzer
and Collector,
Intel MKL,
and so on)

Network
fabrics

_
Gigabit Ethernet InfiniBand 10 Gigabit Ethernet

Value-added
components from
individual
platform

Certified
cluster

wa;sAs y auqeq ¥ oers aremyos

_ Platform _ Platform

integrator

platforms

Intel 64—based processor platforms

Figure 1. Intel Cluster Ready architecture
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Dell PowerVault MD3000
SAS storage enclosure

Dell PowerEdge 2950 server g

Dell PowerEdge M600 blade servers
in Dell PowerEdge M1000e
modular blade enclosure

Figure 2. Cluster configuration in the example environment

quick, useful results this resource could pro-
vide. Dell has invested significant effort and
expertise in creating and certifying cluster
configurations designed to provide consis-
tently compliant systems. Installation and
configuration steps are documented, and
automation helps avoid manual steps that
may introduce problems in the cluster build.
The components are integrated and then
verified to help ensure the cluster presents
the necessary interface to the applications.

The team deployed a certified cluster of
16 Dell PowerEdge M600O Intel 64-based
blade servers in a PowerEdge M1000e
modular blade enclosure as compute nodes,
with a PowerEdge 2950 server as the
master node (see Figure 2). Each PowerEdge
M600 contained two quad-core Intel Xeon®
E5450 processors at 3.00 GHz and 16 GB
of RAM; the PowerEdge 2950 was equipped
with two quad-core Intel Xeon E5450 pro-
cessors at 3.00 GHz and 8 GB of RAM, and
was attached to a Dell PowerVault” MD3000
Serial Attached SCSI (SAS) storage enclo-
sure. The cluster included two network fab-
rics: Gigabit Ethernet between all nodes
and InfiniBand between compute nodes.
The InfiniBand fabric included a Cisco
M SFS7000E InfiniBand switch module for
the enclosure with 16 internal and 8 external
4X, 20 Gbps, double data rate (DDR)
InfiniBand ports. Because the InfiniBand
fabric was contained in the PowerEdge
M1000e enclosure for this cluster, no exter-
nal InfiniBand cable was needed.

The
Platform Open Cluster

cluster used
Stack 4.5.1 to provision
the software stack across
the cluster.? Each node
ran the Red Hat® Enterprise
Linux 4 Update 5 OS and
required components
such as Intel runtime
libraries and the Java
Runtime Environment
(JRE). The software stack
also included OFED 1.3 for
the InfiniBand fabric. The
Intel Cluster Checker tool was installed on
the master node along with preconfigured
input files specifically designed to check
the health of the cluster.

The deployment simulation was car-
ried out in two stages. For the first stage,
the project team mimicked the creation
of an Intel Cluster Ready-certified Dell
HPC cluster by performing actions carried
out at the engineering level at Dell. By
following the cluster recipe, the team
moved the cluster hardware from bare
metal to a fully functional system in
approximately two hours. The Intel Cluster
Checker tool verified that the software
stack was a copy of the original certified
reference cluster and that the cluster was
operating as expected. All nodes were
functional, the Gigabit Ethernet and
InfiniBand fabrics were operational and
performing at the expected levels, and the
cluster was ready for use.

After the Intel Cluster Checker tool had
verified the cluster, the team began the
second stage—simulating an organization
using the cluster for real work using regis-
tered applications. Eight HPC applications
from six independent software vendors
(ISVs) were installed on the cluster. One by
one, the team launched real workload analy-
sison ANSYS, FLUENT, STAR-CD, LS-DYNA,
Abaqus/Standard, Abaqus/Explicit, NASA
Structural Analysis System (NASTRAN), and
PAM-CRASH. Each application ran without
modifications to the cluster, and each ran to

completion. Apart from the effort to bring
the cluster to an Intel Cluster Ready-certified
stage, no additional time was necessary to
customize the cluster configuration to fit the
needs of individual applications. This study
demonstrates that the Intel Cluster Ready
program combined with certified Dell clus-
ter configurations can provide a turnkey
HPC platform that end users can take advan-
tage of rapidly and efficiently.

SIMPLIFYING CLUSTER
DEPLOYMENT AND MANAGEMENT
The Intel Cluster Ready program is

designed to take advantage of the exper-
tise of independent hardware and soft-
ware vendors to provide a turnkey solution
for organizations deploying HPC clusters.
Dell and Intel are working closely with
ISVs to provide cluster resources that
meet organizations’ needs without requir-
ing in-depth knowledge of how to make
those systems work—helping simplify the
installation, configuration, and manage-
ment of clusters and enabling organiza-
tions to focus on their productivity.(b

Brock A. Taylor is a staff engineer and part
of the Software and Services Group at Intel.

Vishvesh Sahasrabudhe is a member of
the HPC Engineering Group at Dell.

Onur Celebioglu is an engineering manager
in the HPC Engineering Group at Dell.

more
(ONLINE

DELL.COM/PowerSolutions

Intel Cluster Ready program:
www.intel.com/go/cluster

Dell HPC cluster solutions:
DELL.COM/HPCC

2This product includes software developed by the Rocks Cluster Group at the San Diego Supercomputer Center at the University of California, San Diego, and its contributors.
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THE RED HAT HPC
SOLUTION: SIMPLIFIED
HIGH-PERFORMANCE
LINUX CLUSTERS

High-performance computing (HPC) cluster deployments
can be complicated, time-consuming, and costly. The

Red Hat® HPC Solution enables organizations to deploy
enhanced systems quickly and run them efficiently,
helping reduce the cost and complexity of their Linux®

cluster deployments.

igh-performance computing (HPC) clus-

ters on x86 servers are a cost-effective

alternative to supercomputers and other
architectures running proprietary operating sys-
tems. In fact, Linux-based x86 servers such as
Dell” PowerEdge™ 1950 Ill, PowerEdge 2950 I,
PowerEdge 2970, PowerEdge SC1435, PowerEdge
M600, and PowerEdge M605 servers have come to
dominate the TOP500 Supercomputing Sites list
(www.top500.0rg). To make the power of HPC clus-
ters available to organizations of all sizes, Red Hat
and Platform Computing have collaborated closely
to create the Red Hat HPC Solution.

The root of the Red Hat HPC Solution is Project
Kusu, an open source development effort sponsored
by Platform Computing. Project Kusu is designed as
a source kit for simplified cluster management and
deployment, and supports a range of different Linux
distributions, including Red Hat Enterprise Linux.

Project Kusu calls for a standards-based solution
combining open source and commercial software into
a single operating environment. The Red Hat HPC
Solution achieves that objective by integrating Red
Hat Enterprise Linux with Platform™ Open Cluster
Stack (OCS) 5. The Red Hat HPC Solution combines
these components into a single cluster operating
environment designed to provide IT administrators
with what they need to deploy, run, and manage an
HPC cluster (see Figure 1).

PROVIDING A COMPREHENSIVE

HPC CLUSTER SOLUTION

The Red Hat HPC Solution features an Intel® Cluster
Ready-certified software suite. The Intel Cluster
Ready specification includes tools and functionality
to help simplify cluster deployment and management.
Intel Cluster Ready-certified clusters are also designed
to run all registered applications, providing a one-to-
many cluster-to-application environment. The Red
Hat HPC Solution provides application portals tailored
to a variety of widely used HPC applications, many
of them Intel Cluster Ready registered.

Along with cutting-edge cluster management tools
from the open source community, the Red Hat HPC
Solution includes Platform Lava—an open source
version of the Platform Load Sharing Facility (LSF®)
application—for integrated, open source workload man-
agement and accounting; the Platform Management
Console (PMC), a Web browser-based graphical user
interface (GUI); automated software maintenance; and
a variety of HPC tools, libraries, and developer tools.

SIMPLIFYING CLUSTER MANAGEMENT

The PMC was introduced in Platform OCS 5. An intui-
tive GUI available as a complimentary download
option and designed to administer all components of
the cluster environment, it supports cluster monitoring
and reporting by node, service, workload, and net-
work. Availability and inventory reports are standard;
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interfaces are provided for commercial
solutions such as the Platform LSF job
scheduling solution. Platform LSF is
designed to intelligently schedule parallel
and serial workloads to help make optimum
use of available computing resources.

Job submission templates for common
HPC applications are also included in the
PMC. Users can customize them with
optional Platform components such as the
EnginFrame grid computing portal. By
logging in to the portal, users can access
and control their computing resources
from almost anywhere using the Internet
or an intranet.

QUICKLY PROVISIONING

AND DEPLOYING CLUSTERS

Using the Red Hat HPC Solution enables
administrators to provision nodes quickly
and deploy them immediately. The solu-
tion supports diskless nodes, image-based
nodes, customizable package-based pro-
visioning, IP address assignment, and
node-naming conventions of hosts or
groups. The Red Hat HPC Solution pro-
vides comprehensive node configuration
templates—unlike typical provisioning
solutions that offer partial templates. The
Red Hat HPC Solution is also distinguished
by its support for multiple operating sys-
tems and versions.

The Red Hat HPC Solution offers a vari-
ety of kits to help simplify software instal-
lation and maintenance. Administrators
can automate upgrades and patches
using standard Linux tools such as yum
(Yellowdog Updater, Modified) and the
Red Hat Network (RHN) service. RHN
makes updates and patches for packages
included within Red Hat Enterprise Linux
available to subscribers. Administrators
can then use the yum program to down-
load and install updates from RHN.

AUTOMATICALLY INSTALLING
RESOURCE MONITORING TOOLS
The Red Hat HPC Solution enables admin-
istrators to automatically install and
configure management tools such as the
Cacti node and cluster monitor and

Platform OCS 5 extensions
Tested and configured third-party tools and applications

Platform OCS 5 core

Node and
cluster
management

Node and
cluster
file systems

Workload and
resource
management

Development
tools and
utilities

Red Hat Enterprise Linux

x86 and x86-64 hardware

Figure 1. Components in the Red Hat HPC Solution combine open source and commercial software into a single

operating environment

the Nagios host and service monitor.
The tools can be configured to track
resources and alert administrators if user-
defined thresholds are exceeded. Nagios
is fully integrated. These monitoring and
reporting tools, combined with the Web
browser-based workload management
capabilities in Platform Lava, help simplify
resource and performance optimization.

Platform Analytics and Platform Real
Time Monitoring (RTM) also integrate
seamlessly with the Red Hat HPC Solution.
Platform Analytics offers tools for col-
lecting, analyzing, and visualizing infor-
mation for decision making based on
usage patterns and loads. Platform RTM
provides a dashboard to monitor physical
devices, application software functions,
and individual job statistics for workload
management.

SIMPLIFYING LIFE CYCLE
MANAGEMENT

As clusters grow, they become increas-
ingly complex. Change management and
cluster capacity can become significant
challenges. The Red Hat HPC Solution
helps meet these challenges while helping
reduce costs. For example, changes to
cluster nodes can be propagated without
reprovisioning systems—the necessary
tools are already included. The Red Hat
HPC Solution also helps simplify capacity
planning and expansion. Administrators

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

can easily visualize trends with PMC
graphing tools, document usage with
Platform Lava or Platform LSF, and add
nodes or groups to the cluster without
disrupting operations.

The Red Hat HPC Solution enables
analysts, engineers, and scientists to
employ the power of HPC with an out-of-
the-box, pre-integrated, vendor-certified
software solution. Users and administra-
tors alike can enhance productivity with
a simplified HPC cluster that can be up
and running quickly, and can be optimized
for enhanced performance throughout the
cluster life cycle.

Wayne Slater is manager of partner mar-

keting for Platform Computing.
Gord Sissons runs a small software com-

pany and technology consulting practice
located near Toronto.
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Red Hat HPC Solution:
www.redhat.com/hpc
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EVALUATING THIRD-
GENERATION AMD

OPTERON PROCESSORS
FOR HPC WORKLOADS

Third-generation AMD Opteron™ processors are designed
to optimize multi-threaded application performance, and
include multiple architectural enhancements over second-

generation AMD Opteron processors. To help organizations
understand the performance increases possible when
upgrading to third-generation processors, Dell engineers
performed benchmark tests against a variety of high-
performance computing (HPC) workloads.

MD Opteron processors have enjoyed con-
siderable success in high-performance
computing (HPC) during the last several
years. According to the TOP500 list—one indicator
of HPC trends—AMD Opteron processors at one
point powered 23 percent of the world’s fastest
supercomputers.! An innovative dual-core design
enhanced the rapid adoption of these processors:
by integrating the memory controller directly on the
chip, second-generation AMD Opteron processors
bypassed the memory contention inherent to sys-
tems using multi-core processors based on legacy
technology. Additionally, high-speed bidirectional
HyperTransport™ links provided a scalable bandwidth
interconnect between the computing cores and the
I/O subsystem. These enhancements were collec-
tively known as the Direct Connect Architecture. The
balanced processing capability and memory band-
width of second-generation AMD Opteron proces-
sors translated into increased efficiency and
scalability for HPC applications.
Third-generation AMD Opteron processors include
key architectural enhancements designed to boost

performance and energy efficiency over the second-
generation processors without sacrificing memory
bandwidth. These enhancements include the

following:

= An increased number of processor cores per
socket (four instead of two) designed to operate
without an increase in power envelope

= An innovative cache structure that includes a
512 KB dedicated level 2 (L2) cache per core and
a 2 MB shared L3 cache

= 128-bit Streaming SIMD (single instruction, multiple
data) Extensions (SSE) execution width that allows
four floating-point operations per clock cycle

= 128-bit integrated memory controller divided into
two independent 64-bit channels

= Reduced power consumption through multiple-
core voltage and frequency scaling?

Figure 1illustrates the architectural differences
and third-generation AMD
Opteron processors. Ninth- and tenth-generation

between second-

Dell” PowerEdge” servers support both second- and

' As listed in the November 2006 TOP500 list. For more information, visit www.top500.0rg.

2For a detailed description of third-generation AMD Opteron processors, visit www.amd.com/us-en/Processors/Productinformation/0,,30_118_8796_15223,00.html.
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third-generation AMD Opteron proces-

sors, which are both socket-F compati-
ble, helping simplify upgrades for HPC
systems.

To demonstrate the performance
increases made possible by upgrading from
second-generation to third-generation
AMD Opteron processors, in July 2008 Dell
engineers compared the performance of
each type of processor in an HPC test envi-
ronment. The results indicate that third-
generation AMD Opteron processors can
provide significant performance increases
across a broad spectrum of HPC workloads.

TEST ENVIRONMENT

The test team carried out two rounds of
testing. In the first round, they compared
the performance of second- and third-
generation AMD Opteron processors using
a single Dell PowerEdge M605 blade server,
an energy-efficient two-socket server that
supports up to 64 GB of double data rate 2
(DDR2) RAM. In the second round, the test
team compared processor performance
across a 16-node cluster of PowerEdge
M605 blade servers. Figure 2 shows the
hardware and software used in the test
environment for each round of testing.

SINGLE-SERVER TEST RESULTS

The single-server tests compared the per-

formance of second- and third-generation

AMD Opteron processors in a single Dell

PowerEdge M605 blade server using the

following synthetic and application

benchmarks:

= Double Precision General Matrix
Multiply (DGEMM): A Basic Linear
Algebra Subprograms (BLAS) subrou-
tine from the AMD Core Math Library
(ACML) that performs matrix multipli-
cation in double precision

=  Basic Local Alignment Search Tool
(BLAST): A tool that provides algo-
rithms for rapidly searching nucleotide
and protein databases

= STREAM: A synthetic benchmark that
measures sustainable memory band-
width across four threaded operations:
COPY, SCALE, ADD, and TRIAD

= ANSYS Benchmarks: A popular struc-
tural dynamics application that evalu-
ates performance across codes with
varying data access patterns and prob-
lem sizes using benchmark data sets?®

The test team ran each benchmark
three times using the maximum number of
threads or processes for each processor—
four for the second-generation dual-core

Core 0

Core 0

Core 1

64 KB 64 KB 64 KB
|-Cache D-Cache I-Cache

64 KB

D-Cache I-Cache

64 KB 64 KB
D-Cache I-Cache

processors and eight for the third-generation
quad-core processors. The test team then
took the mean score for each processor
type and normalized the results to show
performance relative to the second-
generation processors.

Figure 3 shows the results. As this
figure indicates, in most cases the third-
generation AMD Opteron processors
provided significantly increased perfor-
mance over the second-generation pro-
cessors. The DGEMM benchmark resulted
in the greatest performance increase,
exceeding the baseline performance by

Core 1 Core 2 Core 3

64 KB 64KB  64KB 64KB  64KB 64 KB
D-Cache I|-Cache D-Cache I-Cache D-Cache

Integrated
memory
controller

HyperTransport
technology

IT 111
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Integrated memory

controller

11
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2 MB L3 cache

HyperTransport technology
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Figure 1. Second- and third-generation AMD Opteron processor architectures

_ Single-server tests Cluster tests

16 Dell PowerEdge M605 blade

Servers 1 Dell PowerEdge M605 blade server
servers
Processors B Two second-generation dual-core AMD Opteron 2218 processors at 2.6 GHz
B Two third-generation quad-core AMD Opteron 2356 processors at 2.3 GHz
Memory Eight 2 GB DDR2 dual in-line memory modules (DIMMs) at 667 MHz
Disk One 36 GB, 15,000 rpm Serial Attached SCSI (SAS) drive
os Red Hat® Enterprise Linux® 5 Update 1 OS
Compilers GCC 4.2.1 and PGI 7.2.1

Message Passing

Interface (MPI) XA

Interconnect N/A

Open MPI 1.2.5

Mellanox MT25408 ConnectX DDR
InfiniBand with the OpenFabrics
Enterprise Distribution (OFED) 1.3
software stack

Figure 2. Single-server and cluster benchmark configurations

*For more information on these benchmarks, visit developer.amd.com/cpu/libraries/acml/pages/default.aspx, www.ncbi.nm.nih.gov/Education/BLASTinfo/information3.html, www.cs.virginia.edu/stream, and www.ansys.com/

special/news-images/high_per_computing.htm.
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nearly 250 percent. This increase over
the second-generation processors was a
result of the additional cores and wider
SSE register, which allowed each core to
complete four floating-point operations
per clock cycle. Memory bandwidth, as
measured by the STREAM benchmark,
doubled in the case of the SCALE opera-
tion and increased by narrower margins
across the COPY, ADD, and TRIAD opera-
tions. Taken together, the results indicate
that the third-generation processors’
expanded floating-point capability did
not come at the expense of the memory
subsystem.

The third-generation processors
delivered substantial performance
increases while running the synthetic
DGEMM and STREAM benchmarks; how-
ever, because these benchmarks repre-
sent idealized workloads, they often fail
to accurately predict application perfor-
mance. The Dell team therefore per-
formed additional tests using authentic
applications. In these tests, changes in
application performance across proces-
sor generations varied according to the
application characteristics. Four of the
seven ANSYS benchmarks showed
performance increases in the range of

30-40 percent. These results were

favorable, because the ANSYS bench-
mark suites do not typically scale well.
The ANSYS benchmarks with larger
problem sizes—including bmd-4 and
bmd-5—did not fare as well. The bmd-5
benchmark showed some performance
increase; bmd-4 showed slight perfor-
mance degradation. And although bmd-5
can make effective use of the processor
cache, which generally results in good
parallel performance, a larger problem
size does not decompose into cacheable
elements, which in bmd-4 increases the
amount of 1/O relative to computation.
This increased 1I/0 had the overall effect
of minimizing performance gains related
to the processing subsystem. BLAST,
which also includes a substantial 1/0O
component, showed similar results.

CLUSTER TEST RESULTS

Although the performance of the third-
generation AMD Opteron processors
exceeded that of the second-generation
processors across most of the single-
node benchmarks, single-server perfor-
mance enhancements do not always
translate to the cluster level. Certain
applications may not scale well beyond
a single node because of their lack
of inherent parallelism or overhead

40
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Figure 3. Relative single-server performance results for each AMD Opteron processor

introduced by communication. To evalu-
ate performance at the cluster level, the
Dell team used the following synthetic
and application benchmarks:

= FLUENT: A popular commercial com-
putational fluid dynamics application
for simulating fluid flow and heat
transfer; the Dell team used three
FLUENT benchmark data sets of
increasing size

=  High-Performance Linpack (HPL): A
highly configurable and floating-point-
intensive benchmark used to rank the
world’s fastest computers; HPL solves
a dense linear system in double preci-
sion and represents an extreme HPC
workload because it involves very little
communication and /0O

= NASA Advanced Supercomputing
(NAS) Parallel Benchmarks (NPB): An
application-centric set of benchmarks
that tests the performance of multipro-
cessor computers; the Dell team ran
the Class C Embarrassingly Parallel
(EP), Fast Fourier Transform (FT),

Sort (IS),

Symmetric Gauss-Seidel (LU), and

Integer Lower-Upper
Multigrid (MG) applications from the
NPB suite

= Weather Research and Forecasting
(WRF): A numerical weather predic-

tion system*

Figure 4 compares the measured
performance of the second- and third-
generation AMD Opteron processors
running benchmarks across the cluster,
with the average of the three benchmark
results again normalized relative to
the performance of the second-
generation processors. The FLUENT
results in Figure 4 show a positive correla-
tion between relative performance gains
for third-generation AMD Opteron pro-
cessors and increasing problem size. The
larger benchmark data sets—truck

and truck_poly, at 13 million cells

“For more information on these benchmarks, visit www.fluent.com/software/fluent/flébench, www.netlib.org/benchmark/hpl, www.nas.nasa.gov/Resources/Software/npb.html, and www.mmm.ucar.edu/wrf/users/download/

get_source.html.
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FLUENT

Figure 4. Relative cluster performance results for each AMD Opteron processor

each—showed performance increases of
71 percent and 74 percent, respectively.
The smaller data set—aircraft, at 1.8 million
cells—showed a performance increase of
only 22 percent. These results indicate
that the cluster was able to effectively
utilize the additional cores of the third-
generation processors, providing
increased performance as the size of the
data set grew.

HPL showed the largest performance
increase of the benchmarks used. With a
large problem size and a data distribution
scheme that can make effective use of the
processor cache, HPL is optimized to
exploit both the additional cores and the
increased floating-point operations per
clock cycle, which is reflected in a more
than threefold increase in HPL perfor-
mance. The results also suggest that the
DDR InfiniBand network was able to
handle the increased traffic to provide
near-optimal scaling.

The five NPB results show perfor-
mance increases across a series of tests
with wide variation in inter-node com-
munication, latency, and floating-point
requirements. The EP benchmark showed
the largest increase because of a lack of
communication between nodes com-
bined with the increased number of cores.
The IS benchmark, which involves inten-
sive global communication with mixed

message sizes, showed the smallest
increase. This benchmark is communica-
tion bound, providing a counterexample
to the EP results, and does not take
advantage of the additional SSE width
because integer sorting does not involve
floating-point calculations. The remaining
NPB benchmarks, which feature balanced
communication and floating-point calcu-
lation, showed increases in the range of
40-70 percent.

WRF showed a 63 percent performance
increase with a constant problem size.
Although both HPL and WRF are floating-
point intensive, WRF fell short of the increase
when using HPL. This disparity results from
the larger memory footprint and |I/O over-
head of WRF compared with HPL.

SCALABLE PERFORMANCE
FOR HPC WORKLOADS

Dell
generation AMD Opteron processors can

clusters equipped with third-

offer substantial performance increases
over those equipped with previous-
generation processors. In the Dell tests,
the third-generation processors demon-
strated increased performance across a
broad spectrum of HPC workloads with
varying 1I/O and communication pat-
terns, with memory-bound and floating-
point-intensive application performance
improving by more than 80 percent in

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

most cases. Because 9th- and 10th-
generation Dell PowerEdge servers sup-
port both processor generations within
the same power envelope, organizations
have a clear upgrade path that can pro-
vide tangible performance gains in their

environments.®
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INFINIBAND
PERFORMANCE
IN HPC CLUSTERS

Next-generation Mellanox ConnectX double data rate
(DDR) InfiniBand technology provides a low-latency,
high-bandwidth interconnect that can help increase
scalability and performance in high-performance

computing (HPC) cluster environments. This article
outlines the basics of the ConnectX architecture and
presents test results comparing its latency and band-
width with those of InfiniHost Ill Lx and Gigabit Ethernet.

ncreases in the number of processors and cores

within system architectures have created a con-

stant challenge to balance computational and
communications data in environments using power-
ful multi-core processors. An efficient communica-
tions subsystem is critical to help sustain high
application performance. InfiniBand—a low-latency,
high-bandwidth interconnect widely used in high-
performance computing (HPC) cluster environments
for Interprocess Communication (IPC)—can provide
a key component in these environments.

ConnectX is the fourth-generation InfiniBand
architecture from Mellanox Technologies, following
the third-generation InfiniHost Il architecture, and
includes multiple enhancements designed to
increase performance in HPC clusters. To help dem-
onstrate these enhancements, Dell engineers ran a
variety of benchmarks on an HPC cluster of Dell”
PowerEdge™ servers using Mellanox ConnectX
double data rate (DDR) InfiniBand, InfiniHost Il Lx
DDR InfiniBand, and Gigabit Ethernet interconnects.
The results illustrate the advantages ConnectX can
provide in reduced latency and increased bandwidth
in HPC cluster environments.

UNDERSTANDING THE INFINIBAND
ARCHITECTURE

The designs and specifications for the InfiniBand
switched-fabric I/O architecture are created by the
InfiniBand Trade Association. The nodes connect to
the switch through a host channel adapter (HCA)
that plugs into a PCI Express (PCle) slot. HCAs have
programmable direct-memory-access engines that
process packets transferred to and from the host.
The packets are transferred through Remote Direct
Memory Access (RDMA), which can help reduce pro-
cessor overhead. Data transfers directly from host
memory to sender memory without using host pro-
cessor cycles.

Many software stacks and libraries can support
InfiniBand hardware; one commonly used unified soft-
ware stack is the OpenFabrics Enterprise Distribution
(OFED), available from the OpenFabrics Alliance.
Major InfiniBand vendors and developers, including
research and national labs, have collaborated and con-
tributed to the OFED stack. The most recent release,
OFED 1.3, includes a comprehensive InfiniBand stack,
including drivers, libraries, diagnostic tools and utilities,
and message-passing libraries. OFED 1.3 also includes

'For more information, see “MPI over InfiniBand: Early Experiences,” by Jiuxing Liu et al., August 2003, www.mellanox.com/pdf/whitepapers/mpi_over_ib_early_experiences.pdf
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other advanced features supported by

InfiniBand in the kernel and user space, SRR
such as Internet SCSI (iSCSI) Extensions Processors
for RDMA (iSER), IP over InfiniBand (IPolB),

Memory
SCSI RDMA Protocol (SRP), and Sockets
Direct Protocol (SDP).? -

ConnectX HCAs are 4X dual-port
adapters designed to support PCle 1.1 InfiniBand HCA

and 2.0. ConnectX includes enhanced
packet processing and offload capabili- IR Sl
ties compared with the InfiniHost Il
chipset, which can help utilize additional MRS CEX] (PIIS)
bandwidth out of the PCle slot. The

advanced packet scheduler for ConnectX

Gigabit Ethernet switch

is implemented at the hardware level,
and does not involve software or firm-
ware components for its RDMA and send

Gigabit Ethernet network

Four Dell PowerEdge SC1435 servers
Two dual-core AMD Opteron” 2216 processors at 2.4 GHz per server

Eight 1 GB DDR2 dual in-line memory modules (DIMMs) at 667 MHz
per server

Red Hat® Enterprise Linux® 5.1 OS running kernel version 2.6.18-53.el5

® Mellanox InfiniHost Il Lx DDR HCA (MHGS18-XTC) in an x8 PCle slot
B Mellanox ConnectX DDR HCA (MHGH28-XTC) in an x8 PCle slot

24-port Cisco SFS 7000D switch

On-board Broadcom NetXtreme || BCM5708 NIC

Dell PowerConnect” 6248 switch

Figure 1. HPC cluster configuration in the test environment
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Figure 2. Latency for different interconnects with varying message sizes measured using the Ohio State

COMPARING HPC INTERCONNECTS
In July 2008, engineers from the Dell
HPC team tested the performance of
ConnectX DDR InfiniBand, InfiniHost Il
Lx DDR InfiniBand, and Gigabit Ethernet
interconnects on an HPC cluster. Figure 1
shows the cluster configuration used in
the test environment.

University MPI-level latency test

The test team used three Ohio State
University Message Passing Interface
(MPI)-level benchmarks—latency, uni-
directional bandwidth, and bidirectional
bandwidth—to compare the point-to-point
performance of ConnectX DDR InfiniBand

féConnectX is a fourth-generation
InfiniBand architecture and includes
multiple enhancements designed to
increase performance in HPC clusters.”

with that of InfiniHost Il Lx DDR InfiniBand
and Gigabit Ethernet.® The team performed
these tests with two nodes connected
through a single switch. In the latency test,
the sender node sends a message of a cer-
tain data size to the receiver node. The
receiver node receives the message and
sends back a reply of the same data size,
with latency then calculated as half the
round-trip time. As shown in Figure 2,
ConnectX DDR InfiniBand had a lower
latency than InfiniHost Il Lx DDR InfiniBand:
the small-message latency for ConnectX
was approximately 1.6 microseconds,
while the small-message latency for

ZFor more information, see “Configuring InfiniBand on HPC Clusters Using the OpenFabrics Enterprise Distribution,” by Munira Hussain, Arun Rajan, Sreeram Vedantham, and Jacob Liberman, in Dell Power Solutions, November 2007,

DELL.COM/Downloads/Global/Power/ps4q07-20070551-Hussain.pdf.

*For more information on these benchmarks, visit mvapich.cse.ohio-state.edu/benchmarks.
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Figure 3. Unidirectional bandwidth for different interconnects and message sizes measured using the Ohio State University MPI-level unidirectional bandwidth test

InfiniHost 1l
3.75 microseconds.

Lx was approximately

The test team next compared the uni-
directional and bidirectional bandwidth
for ConnectX DDR InfiniBand with those
of InfiniHost Il Lx DDR InfiniBand and
Gigabit Ethernet. In the unidirectional
bandwidth test, the sender node sends
messages of varying sizes ranging from
1 MB to 4 MB. These messages saturate
the interconnect to the receiver node by
sending back-to-back messages. As
shown in Figure 3, the unidirectional
bandwidth for ConnectX was considerably

higher than that of InfiniHost Ill Lx: the
maximum unidirectional bandwidth for
ConnectX was approximately 1,600 MB/sec,
while the maximum unidirectional band-
width for InfiniHost Il Lx was approxi-
mately 1,470 MB/sec.

In the bidirectional bandwidth test,
both nodes send back-to-back messages
to each other simultaneously. As shown in
Figure 4, the bidirectional bandwidth was
also much higher for ConnectX than for
InfiniHost Il Lx: the maximum bidirectional
bandwidth for ConnectX was approxi-
mately 3,050 MB/sec, while the maximum

bidirectional bandwidth for InfiniHost Il Lx
was approximately 2,400 MB/sec.
Bidirectional bandwidth results can be
tuned and optimized by, for example,
changing the message size when moving
from the Eager protocol to the Rendezvous
protocol from 8 KB to 16 KB, which helps
increase the throughput for ConnectX.
The test team also used four other
benchmarks—Conjugate Gradient (CG),
Fast Fourier Transform (FT), Integer
Sort (IS), and Lower-Upper Symmetric
(LU)—from the NASA
Advanced Supercomputing (NAS) Parallel
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Figure 4. Bidirectional bandwidth for different interconnects and message sizes measured using the Ohio State University MPI-level bidirectional bandwidth test
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Benchmarks (NPB) suite to simulate appli-
cations with different message-passing
characteristics and to analyze the effect
of ConnectX DDR InfiniBand on these
applications.* The CG, FT, and IS bench-
marks use a mix of large and small mes-
IPC; the LU benchmark
primarily uses small message sizes. The

sages for

test team compiled the benchmarks for
16 processors and used the Class C
problem size, then executed them on
the four nodes of the cluster using
ConnectX DDR InfiniBand, InfiniHost Il
Lx DDR InfiniBand, and Gigabit Ethernet.
Figure 5 shows the average performance
speedup results for InfiniHost Il Lx and
ConnectX compared against a Gigabit
Ethernet baseline. ConnectX provided
consistently higher performance than
InfiniHost Il Lx at various scales, depend-
ing on the message-passing character-
istics of the specific benchmark.

This performance increase was achieved
with four nodes, and will vary with different
numbers of nodes, processors, and cores.
Actual speedup for a particular application
depends on the application’s exact
message-passing characteristics. Because
ConnectX DDR InfiniBand has extremely
low latency and enhanced bandwidth,
latency- and bandwidth-intensive applica-
tions in particular can benefit from use of
this interconnect.

OPTIMIZING INTERCONNECT

PERFORMANCE IN HPC CLUSTERS
Because different HPC applications
have unique characteristics, patterns,
and requirements, generalizing optimal
is difficult.
communication-intensive applications,

HPC configurations For
however, low latency and high bandwidth
have become two key factors that con-
tribute to overall cluster performance. As
the number of processors and cores in
HPC systems continues to increase, the
next-generation Mellanox ConnectX DDR
InfiniBand architecture can help meet the

7 InfiniHost IIl Lx DDR InfiniBand | |

I ConnectX DDR InfiniBand

Speedup over Gigabit Ethernet

l

FT

IS Ly

NPB benchmark

Figure 5. Speedup for InfiniHost Il Lx and ConnectX DDR InfiniBand over Gigabit Ethernet measured using four

NAS Parallel Benchmarks tests

I/O requirements for these increasingly
powerful clusters.h
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“For more information on these benchmarks, visit www.nas.nasa.gov/Resources/Software/npb.html and see “Performance Comparison of MPI Implementations over InfiniBand, Myrinet and Quadrics,” by Jiuxing Liu et al., November

2003, nowlab.cse.ohio-state.edu/publications/conf-papers/2003/liuj-sc03.pdf.
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INTRODUCING THE
DELL POWEREDGE M805
AND POWEREDGE M905
BLADE SERVERS

Dell” PowerEdge™ M805 and PowerEdge M905 full-
height blade servers are designed to deliver outstanding

performance in virtualized and database-intensive envi-
ronments. Combining robust processing power, tremen-
dous RAM capacity, and massive 1/O throughput in a
space- and energy-efficient, easy-to-deploy blade form
factor, these blade servers help increase performance
and reliability while helping simplify management.

n enterprise data center environments, IT organi-

zations often rely on virtualization to enhance flex-

ibility, increase resource utilization, and simplify
management. At the same time, database-intensive
applications such as enterprise resource planning
(ERP), customer relationship management (CRM), and
messaging applications are placing heavy demands on
IT infrastructures. Although many enterprise-class
servers can offer the processing power required to
meet these needs, I/0O throughput and RAM capacity
are often limiting factors to delivering outstanding
performance and availability in virtualized and
database-intensive environments.

The new Dell PowerEdge M805 and PowerEdge
M9O05 full-height blade servers are designed specifi-
cally for these virtualized and database-intensive
environments. In particular, these blade servers aug-
ment robust processing power with expanded dual
in-line memory module (DIMM) capacity and three
highly available, fully redundant I/O fabrics, which
can deliver tremendous RAM capacity and massive
I/O throughput in a space- and energy-efficient, easy-
to-deploy form factor.

The PowerEdge M805 is a two-socket blade server
that provides quad-core AMD Opteron™ processors;
16 DIMM slots for up to 128 GB of RAM; an internal

Secure Digital (SD) card for embedded hypervisors;
three highly available, fully redundant 1/O fabrics; four
integrated network interface cards (NICs); and up to
eight high-speed 10 Gigabit Ethernet ports. The
PowerEdge M905 is a four-socket blade server that
provides quad-core AMD Opteron processors, 24 DIMM
slots for up to 192 GB of RAM, and the same SD card
capability and 1/O benefits as the PowerEdge M805.

Both blade servers are engineered to fit seam-
lessly within the Dell PowerEdge M1000e modular
blade enclosure. This combination of enterprise-class
capabilities comparable to those of rack-mounted
servers in a blade form factor provides a compelling
platform that can help organizations increase perfor-
mance and reliability, simplify management, and
lower total cost of ownership.

DESIGNING FOR HIGH I/0 THROUGHPUT

The proliferation of external storage such as storage
area networks has increased the importance of I/0
reliability, flexibility, and throughput for many orga-
nizations. In virtualized environments, 1/0 reliability
and availability are especially critical. To enable true
enterprise-class data access, Dell PowerEdge M805
and PowerEdge M905 blade servers offer exceptional
1/0 throughput, utilizing three highly available, fully

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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redundant I/0 fabrics.! Figure 1shows the

network fabric architecture for the
PowerEdge M805 blade server; the archi-
tecture for the PowerEdge M905 blade
server is identical, but includes four pro-
cessors instead of two.

Fabric A consists of four LAN on
Motherboard (LOM) Ethernet ports sepa-
rated into two Broadcom dual-port NICs
capable of supporting TCP/IP Offload
Engine (TOE) and Internet SCSI (iSCSI)
Offload Engine (iSOE) technology.?
Fabrics B and C comprise four flexible
mezzanine cards that can be customized
for Ethernet, 4 Gbps Fibre Channel, or
InfiniBand. In particular, two separate
Fabric B cards and two separate Fabric C
cards are supported with two 1-4 lane,
10 Gbps-capable ports per card that can
support both 10 Gigabit Ethernet and
8 Gbps Fibre Channel.

PowerEdge M805 and PowerEdge
M905 blade servers contain several fea-
tures specifically designed to deliver high
availability and full redundancy on all
three 1/O fabrics. For example, LOM and
mezzanine cards are physically separated
and have physically separate routes and
connections to the motherboard. In addi-
tion, the top three cards and bottom three
cards plug into physically separate enclo-
sure sockets, and each port on each card
follows separate physical traces to differ-
ent I/O switch modules.

PowerEdge M805 and PowerEdge
M9O5 blade servers are also designed to
deliver massive |/O throughput on all
ports. With four 10 Gbps-capable lanes
per port, each mezzanine card port is
already capable of supporting quad data
rate (QDR) InfiniBand communication.
And because the PowerEdge M805 and
PowerEdge M905 blade servers offer
eight ports in two redundant pairs of
four ports each, they can also support
four fully redundant QDR InfiniBand
ports. Furthermore, all mezzanine card

i : Dell PowerEdge
Full-height blade server (one of eight) M1000e midplane o A1
1-2 lanes =
Ethernet S >
Fabric A APMIING /0 module
Processor |y x4 or x8 LM S~
PCI Express
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Figure 1. Network fabric architecture for the Dell PowerEdge MB805 full-height blade server

ports support 8 Gbps Fibre Channel and
10 Gigabit Ethernet.

In total, the 1/O throughput, availability,
and redundancy offered by PowerEdge
M805 and PowerEdge M905 blade servers
are designed to be unmatched by any other
blade server currently available. In particu-
lar, no other competitive blade server offers
three highly available redundant I/O fabrics,
and no other competitive blade server
offers as much total I/O throughput.

DELIVERING ENHANCED
MEMORY CAPACITY

Another key limiting factor in virtualized
and database-intensive environments is
memory. For example, applications such
the

Microsoft® Exchange messaging platform,

as Oracle® database software,

and the Microsoft SQL Server® database
platform can make tremendous demands
on memory resources. To help meet
increasing memory requirements, Dell
PowerEdge M805 and PowerEdge M905
blade servers offer enhanced DIMM capac-
ity that enables organizations to expand
RAM configurations cost-effectively and
to scale memory without having to
increase the number of processors.

In particular, the two-socket PowerEdge
M805 has 16 DIMM slots for a total of up
to 128 GB of RAM, offering the same DIMM
count and capacity as competitive four-
socket blade servers. The four-socket
PowerEdge M905 has 24 DIMM slots for a
total of up to 192 GB of RAM, offering
50 percent more DIMM slots than HP and
IBM® blade servers.

' For more information on the Dell PowerEdge M1000e network fabric architecture, see “Exploring the Dell PowerEdge M1000e Netwaork Fabric Architecture,” by John Loffink, in Dell Power Solutions, February 2008,

DELL.COM/Downloads/Global/Power/ps1q08-20070500-Loffink.pdf.

?iSOE technology requires purchase of an additional hardware key to implement. For more information on iSOE, see “Introducing Broadcom iSCSI Offload Engine Technology for Dell Servers,” by Dhiraj Sehgal, in Dell Power Solutions,
November 2008, DELL.COM/Downloads/Global/Power/ps4q08-20080208-Broadcom.pdf.
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OPTIMIZING FOR VIRTUALIZATION
In addition to offering significant 1/O
throughput and DIMM capacity, Dell
PowerEdge M805 and PowerEdge M905
blade servers are also optimized for virtual-
ization. For example, the AMD Opteron pro-
cessors in these servers include Rapid
Virtualization Indexing, a feature that utilizes
nested paging technology to enable virtual
machines to directly manage memory, help-
ing to reduce hypervisor cycles and increase
virtualization performance. In addition,
optional embedded flash SD hypervisor
Citrix®
XenServer”, and Microsoft Hyper-V™ virtu-

cards—available for VMware®

alization platforms—can help increase
virtualization flexibility and performance.

INCREASING EFFICIENCY

AND MANAGEABILITY

Dell PowerEdge M805 and PowerEdge
M9O05 blade servers are designed specifi-
cally to fit within the Dell PowerEdge
M1000e modular blade enclosure®—enabling
enterprise-class performance with the effi-
ciency and ease of a blade form factor. The
PowerEdge M1000e enclosure combines

Figure 2. Full-height and half-height blade servers
side by side in the Dell PowerEdge M1000e

space- and energy-efficient modularity with
scalability, reliability, and ease-of-use fea-
tures to help simplify server and network
management and help reduce downtime.
To help optimize energy efficiency,
the PowerEdge M1000e enclosure utilizes

Dell Energy Smart technologies. For
example, the enclosure employs a power
supply designed for up to 91 percent effi-
ciency that includes Dynamic Power
Supply Engagement functionality to help
optimize power utilization based on
system demands.* In particular, Dynamic
Power Supply Engagement puts lightly
loaded power supplies into standby
mode, thus enhancing the utilization and
efficiency of active power supplies. The
PowerEdge M1000e also takes advantage
of high-efficiency fans designed by Dell
and an optimized airflow design to help
minimize the amount of power required
to cool the enclosure.

The PowerEdge M1000e
designed for optimal space efficiency.

is also

For example, for every five rack-dense
2U servers, administrators can deploy
eight PowerEdge M805 servers, and for
every five 4U servers, they can deploy
16 PowerEdge M905 servers. Full-height
and half-height blade servers can be
mixed freely in a single PowerEdge
M1000e enclosure (see Figure 2). In
addition, reduced cabling and front-side,

DELL FLEXADDRESS STREAMLINES DEPLOYMENT

Traditional blade and rack-dense server environments can be a challenge
to deploy and manage. A key contributing factor to this challenge is the
complexity of managing storage and network addresses, which can make
deploying, upgrading, and replacing blade servers and blade server compo-
nents time-consuming and disruptive. To help simplify the task of managing
addresses, Dell now offers Dell FlexAddress, a patent-pending tool that
enables administrators to manage network and storage addresses at the
enclosure level instead of at the server level—helping dramatically simplify
server management and reduce downtime. Dell FlexAddress is currently
available on the Dell PowerEdge M1000e modular blade enclosure both at
time of sale and as an upgrade to existing enclosures.

FlexAddress works by locking in a server's Fibre Channel World
Wide Name (WWN) and Ethernet and Internet SCSI (iSCSI) Media

Access Control (MAC) addresses to a specific blade slot rather than the
blade server itself. Because FlexAddress transfers network and storage
identity from individual servers to the enclosure, administrators can
deploy, upgrade, and replace individual components or servers without
the time-consuming task of changing identity on the network. The tech-
nology’'s approach is to deliver this chassis-centric technology through
the chassis itself, making it switch or pass-through agnostic rather
than switch delivered and dependent. FlexAddress is enabled through
the Chassis Management Controller (CMC) on the PowerEdge M1000e
enclosure, and works automatically with /0 modules including Cisco,
Brocade, Dell PowerConnect”, and pass-through switches and with 1/0
mezzanine cards including QLogic, Emulex, and Broadcom cards without

requiring a new switch.*

*For more information on FlexAddress, see “Dell FlexAddress for PowerEdge M-Series Blades,” by Rick Ward, Mike J. Roberts, and Samit Ashdhir, Dell Inc., June 16, 2008, DELL.COM/Downloads/Global/Products/Pedge/

En/FlexAddress%20for%20PowerEdge%20M1000E %20Whitepaper.pdf.

3For more information on the Dell PowerEdge M1000e enclosure, see “The Next-Generation Dell PowerEdge M1000e Modular Blade Enclosure,” by Chad Fenner, in Dell Power Solutions, February 2008, DELL.COM/Downloads/
Global/Power/ps1q08-20080206-Fenner.pdf

“Based on product specifications; actual efficiency will vary based on configuration, usage, and manufacturing variability.
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SPECjbb2005 Java transaction performance

VMmark VMware ESX virtualization

performance

Benchmark Measurement Dell PowerEdge Dell PowerEdge Dell PowerEdge Dell PowerEdge
R805 M805 R905 M905

380,461 bops

218,882 business opera-
tions per second (bops)

219,269 bops

7.96 at 6 tiles (36 VMs) 7.88 at 6 tiles (36 VMs)

15.35 at 11 tiles (66 VMs)

383,456 bops

15.09 at 11 tiles (66 VMs)

Figure 3. Processor, business transaction, and virtualization performance results for Dell PowerEdge rack-mounted and blade servers

enclosure-level crash cart access help
reduce complexity and simplify access.

The PowerEdge M1000e enclosure also
offers a range of features designed to sim-
plify deployment and streamline manage-
ment. For example, it includes Dell
FlexAddress technology that can help dra-
matically simplify server address manage-
ment (see the “Dell FlexAddress streamlines
deployment” sidebar in this article). The
PowerEdge M1000e also utilizes Flexl/O
technology, which supports modular 1/0
switches that can be upgraded in place with
Gigabit Ethernet stacking and 10 Gigabit
Ethernet ports, as well as integrated KVM
(keyboard, video, mouse) functionality to
support concurrent, enclosure-level access
to all 16 slots. Also available are redundant
Chassis Management Controllers (CMCs)
with automatic failover.

To further enhance manageability, the
PowerEdge M1000e is integrated with a
range of systems management software
products such as Dell OpenManage’,
Altiris® Deployment Solution”, Microsoft
System Center Operations Manager, and
LANDesk Management Suite software.
Dell blade servers can be customized,
built, and tested in the Dell factory to
facilitate rapid, easy deployment.

EVALUATING BLADE SERVER
PERFORMANCE

In July 2008, the Standard Performance
Evaluation Corporation (SPEC) conducted
benchmark tests on Dell PowerEdge M805
and PowerEdge M905 blade servers to
evaluate their processing and business
transaction performance. The PowerEdge

M805 was equipped with two quad-core
AMD Opteron 2360 SE processors at
2.5 GHz and 16 GB of RAM, and the
PowerEdge M905 was equipped with four
quad-core AMD Opteron 8356 processors
at 2.3 GHz and 32 GB of RAM. When com-
pared with April 2008 SPEC benchmark
tests of similarly equipped PowerEdge
R805 and PowerEdge R905 rack-mounted
servers, these benchmarks demonstrate
that the blade servers had little or no per-
formance penalty (see Figure 3).° In addi-
tion, in SPECjbb2005 benchmark tests for
business transaction performance, the
PowerEdge M905 delivered better overall
performance and performance per watt
than comparably configured HP ProlLiant
BL680c G5, HP ProLiant BL685c G5, and
IBM BladeCenter LS41 blade servers.®

To evaluate performance in virtualized
environments, in July 2008 Dell engineers
conducted VMmark 1.1 benchmark tests on
a PowerEdge M805 blade server equipped
with two quad-core AMD Opteron 2360
SE processors at 2.5 GHz and 32 GB of
RAM, and in September 2008 they con-
ducted VMmark 1.1 benchmark tests on a
PowerEdge M905 blade server equipped
with four quad-core AMD Opteron 8360
SE processors at 2.5 GHz and 64 GB of
RAM. Comparing these results with May
2008 VMmark 1.0 tests on a similarly
equipped PowerEdge R805 and with
September 2008 VMmark 1.1 tests on a
similarly equipped PowerEdge R905 again
indicates that the blade servers had little
or no performance penalty. The PowerEdge
M905 was the first four-socket blade or
rack server to reach 11 tiles (66 VMs) in

VMmark testing, and as of October 9,
2008, was the highest-performing 16-core
blade server tested.”

SIMPLIFYING IT WITH FLEXIBLE
BLADE SERVERS

Dell PowerEdge M805 and PowerEdge
M9O05 blade servers are designed to deliver
robust processing power, tremendous RAM
capacity, and massive 1/O throughput in a
space- and energy-efficient, easy-to-deploy
blade form factor. Designed to fit flexibly
and seamlessly with other Dell M-Series
blade servers in the scalable, highly avail-
able, and easy-to-use PowerEdge M1000e
modular blade enclosure, these blade serv-
ers can help organizations increase perfor-
mance and reliability, simplify management,
and reduce total cost of ownership in enter-
prise data centers.(h

Thomas Cloyd is a member of the Dell
Global Relationship Marketing team respon-

sible for launching new blade servers.

Romy Bauer is a business and technology
writer based in San Francisco.
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®For complete SPECjbb2005 results, visit www.spec.org/jbb2005/results/jbb2005.html.
8"SPECjbb Performance and Power Consumption on Multi-processor Intel- and AMD-Based Blade Servers,” by Principled Technologies, August 2008, www.principledtechnologies.com/clients/reports/dell/DellMI05SPEC]jbb0808.pdf.
"For complete VMmark results, visit www.vmware.com/products/vmmark/results.html.
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SPECIAL SECTION: BLADE SERVERS

CHALLENGE
The Wharton School of the University
of Pennsylvania needed to refresh its IT
infrastructure with ultra-dense servers
and storage to minimize its footprint
and maximize its compute and storage

capabilities in a new data center.

SOLUTION

Wharton consolidated its existing IBM®
BladeCenter server and storage infra-
structure onto Dell PowerEdge M1000e
modular blade enclosures and Dell
EqualLogic PS5000X Internet SCSI (iSCSI)

storage area network (SAN) arrays.

BENEFITS

= Dell PowerEdge blade servers reduced
the number of managed servers by
half, with projected performance
gains beyond expectations.

= Dell EqualLogic iSCSI SAN delivers
high performance at one-quarter the
cost of a Fibre Channel SAN.

= |nfrastructure minimizes power and
cooling needs while providing its
user base with productivity-boosting

computing opportunities.

Related Categories:

Blade servers, case study, Dell EquallLogic storage,
Dell PowerEdge blade servers, Dell ProSupport
Services, Internet SCSI (iSCSI), storage, storage

area network (SAN), virtualization, Wharton School

Visit DELL.COM/PowerSolutions for the complete
category index
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THE BUSINESS
OF SUCCESS

Dell” PowerEdge™ blade servers and Dell EquallLogic”
Internet SCSI (iSCSI) storage area network arrays help
the Wharton School of the University of Pennsylvania
quintuple computing power while simplifying
management and reducing costs.

ith its unmatched faculty and academic programs, the Wharton
School of the University of Pennsylvania is one of the most compre-
hensive sources of business knowledge in the world. Founded in 1881
as the first collegiate school of business, Wharton continues its heritage of innova-
tion today with leading-edge technology in a new data center based on Dell
PowerEdge blade servers and Dell EqualLogic Internet SCSI (iSCSI) storage area
network (SAN) arrays. The end result will be fast applications for students, faculty,

and researchers and additional opportunities to increase learning productivity.

POWERFUL, EFFICIENT SERVERS

“We outgrew the power and cooling capacities of our old data center, and had
to prepare for growing data volumes in the coming years,” says Dan Alig, senior
IT director at Wharton. “So we are refreshing our server and storage infrastruc-
ture so that our new facilities will take advantage of all the tremendous com-
pression of processing and storage technologies that Dell now offers with its
blade server systems and storage. We're creating a highly efficient data center
model that is low in its power consumption and cooling needs and has plenty
of room for growth.”

One PowerEdge M1000e modular blade enclosure containing 16 PowerEdge
M600 blade servers with quad-core Intel® Xeon® processors will house Wharton’s
EMC® Documentum® eRoom® collaboration software for students as well as
VMware® ESX servers. A second PowerEdge M1000e enclosure with 16 similarly
equipped blade servers will run a Linux® OS-based grid for performing complex
financial algorithms.

Wharton uses PowerEdge 2950 servers as Microsoft® Exchange Server 2007
Hub Transport and Client Access servers and Veritas™ NetBackup™ servers, and
PowerEdge 1950 servers as domain controllers. In addition, Wharton is consolidat-
ing eight IBM servers down to four PowerEdge R90O0 servers to run its Exchange
environment. The Dell OpenManage” suite provides a set of standards-based tools

for proactive management. “We’ve essentially quintupled our compute power per

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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node in the Exchange environment,” says

Joe Cruz, senior IT leader at Wharton. “In
addition to the consolidation benefit,
we’re now only managing four servers
instead of eight and reducing power and
cabling on those four. And we’re expect-
ing performance to far exceed anything
that we could possibly imagine.”

“It would have been prohibitively
expensive to expand using our existing
IBM technology, and ultimately it did come
down to cost and service,” says Alig. “Dell
wins on both cost and service. We want
to stretch our dollar as far as it will go, and
Dell’s letting us do more for less than we

could do with other server providers.”

COST-EFFECTIVE, HIGH-
PERFORMANCE STORAGE

For storage, Wharton upgraded from IBM
DS4000 series Fibre Channel and Serial
ATA (SATA) array enclosures to Dell
EqualLogic PS5000X iSCSI SAN arrays.
The main reason the school chose iSCSI
SAN storage was the ease of deployment.

i

“We’re a big fan of virtualization,” says
Alig. “And it made sense to marry the
server virtualization platform with storage
virtualization. It would have been
extremely expensive to do that with other
vendors’ storage technology, but with Dell
EqualLogic technology, it’s really easy and
not that expensive.”

Scaling an iSCSI SAN is also easy. “In
raw throughput, we’re getting—across the
nine arrays that
250 MB per second sequential and 17,000
to 20,000 |/Os per second,” says Cruz.

“And that’s just with the out-of-the-box

we have—easily

performance. It really far exceeded all my
expectations in terms of performance.”
In addition, the EqualLogic arrays
include features such as auto-replication,
thin provisioning, writable snapshots,
automatic load balancing, volume man-
agement, and many others at no addi-
tional cost. “Dell EqualLogic delivers

Fibre Channel performance in an iSCSI

f“We want to stretch our dollar as far as
it will go, and Dell’s letting us do more
for less than we could do with other

server providers.”

SAN at a quarter of the cost,” says Cruz.
“If you factor in the software features, the
cost advantage is awesome.” The replica-
tion feature utilizes Wharton’s existing
Ethernet backbone, so the new data
center will replicate to one of the existing
data centers at no additional cost, with
the savings adding up over time as the
school takes advantage of all the
EqualLogic software features to help
reduce administration time and avoid
data losses. “Over time we’re talking
about hundreds of thousands of dollars

worth of savings,” says Alig.

SIMPLIFIED DEPLOYMENT
AND PROACTIVE SUPPORT
Deliveries of new servers and storage
from other vendors came in about 60
boxes, requiring approximately 24 hours
simply to unbox the equipment. The Dell
shipment, in contrast, came fully loaded
in 1 box, which took just 4 hours to unbox
and assemble. In addition, Dell negotiated
with its partner Delaware Valley Liebert
for room-wide uninterruptible power
supply units as well as racks and power
distribution equipment, helping provide a
total solution in a cost-effective way.
Wharton also plans to migrate to the
VMware ESXi 3.5 embedded firmware
hypervisor through Dell. “Right now, pro-
visioning an ESX host is a two-to-three-
hour process, partly because we have to
provision Fibre Channel storage, and

partly because we don’t have any imaging

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

—Dan Alig

Senior IT director at the Wharton School
of the University of Pennsylvania
August 2008

capabilities for ESX,” says Cruz. “So
moving to an embedded hypervisor is
going to save us a lot of time.”

Wharton chose Dell ProSupport to
fast-track dispatch parts and labor,
bypassing basic troubleshooting and help-
ing ensure 24/7 direct access to Dell
Expert Centers. “We had a problem with
another vendor’s SAN and Dell responded
before they did,” says Alig. “It meant a lot
to us that Dell offered us the use of loaner
storage. It showed how responsive Dell
could be as a partner.”

The total solution that Dell provides
is finding a warm reception at Wharton.
“We're able to do a lot more for less using
the Dell blade systems and Dell EqualLogic
storage,” says Alig. “We’ve just been
amazingly impressed with how respon-
sive Dell has been, whether it’s sales sup-
port or helping us find technological
resources and sharing their vision of the
technologies that Dell is moving toward
in the future.”®
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SPECIAL SECTION: BLADE SERVERS

CHALLENGE
With the IT infrastructure at ALERT Life
Sciences Computing growing by more than
100 percent annually, the IT department
needed to take action to avoid running out
of rack space or spending increasing amounts
of time on basic server management.

SOLUTION

ALERT deployed a Dell PowerEdge M1000e
modular blade enclosure with PowerEdge
M600 blade servers to support its internal
IT infrastructure. The company connected
the enclosure to a Dell/EMC CX3-10c
storage area network and implemented
PowerEdge R805 servers to run VMware®
virtualization software.

BENEFITS

= Dell engineers installed the new
PowerEdge M1000e enclosure in just
over one hour.

= Virtual machines can be deployed
up to 75 percent faster than non-
virtualized physical servers.

= Simplified management tools help
reduce reboot time from 15 minutes to
less than a minute.

=  Two virtualized servers do the work of
20 non-virtualized physical servers.

= Dell ProSupport for IT helps protect
investments with rapid support.

Related Categories:

ALERT Life Sciences Computing, blade servers,
case study, Dell PowerEdge blade servers,
virtualization

Visit DELL.COM/PowerSolutions for the complete
category index.
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HEALTHY IT
INFRASTRUCTURE

Dell” PowerEdge™” blade and rack servers provide the
foundation of a high-density virtualized infrastructure at
ALERT Life Sciences Computing—supporting simplified
management, high performance, and rapid deployment.

LERT Life Sciences Computing, a medical services provider based in Portugal,
has developed rapidly since its launch in 1999, with annual growth rates
averaging 100 percent. “In just three years, we went from 4 to 37 servers,”
says Filipe Pinto, system administrator at ALERT. When the company moved to new
offices with a new data center, Pinto saw an opportunity to consolidate its servers
and help streamline its server management process. “We said that this was the time
to reorganize our server infrastructure so we could continue to meet the growing

demands of the business without running out of rack space,” he says.

HIGH-DENSITY INFRASTRUCTURE
Pinto wanted servers that not only delivered high-density computing, the latest Intel®
Xeon® processors, and high energy efficiency, but also enhanced remote manageability.
During the week, manually rebooting servers in the new offices took at least 15 minutes,
requiring him to descend nine floors to the data center. And on weekends, when Pinto
traveled 200 miles away to his hometown, the task was thoroughly impracticable.
ALERT decided to implement virtualization technology to help overcome these
challenges—providing an effective way to expand its infrastructure with limited rack
space while helping simplify management and enabling rapid deployment of new
applications. Pinto compared several leading IT vendors, looking specifically at their
blade server technology and virtualization offerings. “Compared with the blade servers
of other IT solution providers, Dell blade servers offered the best mix of high-density
computing, processing power, energy efficiency, and manageability,” says Pinto.
ALERT deployed a Dell PowerEdge M1000e modular blade enclosure and 14 Intel
Xeon processor-based PowerEdge M600 blade servers. “The servers arrived prebuilt
along with the chassis,” says Pinto. “A couple of days later, Dell Infrastructure Consulting
Services arrived and an engineer installed everything in just over an hour. We’d not expe-
rienced anything like it before.” He adds, “My time is expensive, so for Dell to install all the

blades and chassis and do it so quickly is of great benefit to me and the company.”

EFFICIENT, HIGH-PERFORMANCE BLADE SERVERS
Dell PowerEdge M600 blade servers are designed to provide high levels of performance

and reliability as well as low power consumption. In addition to providing up to 60 percent

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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greater computing density than traditional

1U servers, tests have shown that PowerEdge
M600 blade servers consume up to 19 per-
cent less power than other leading blade
servers.! “We are very pleased with the per-
formance of the Dell PowerEdge M600
blade servers,” he says. “They are incredibly
stable and high performing.”

Pinto has also deployed several other
Dell systems, including three Dell/EMC
CX3-10c storage area networks and
numerous PowerEdge servers. The blade
servers run Microsoft® Navision, Microsoft
Office SharePoint® Server,
SQL Server; and VMware ESX software,

Microsoft

as well as Oracle® Database 10g databases.
All the blade servers are connected to a
Dell/EMC CX3-10c storage array, with the
entire infrastructure supporting approxi-
mately 4 TB of data.

SIMPLIFIED SERVER MANAGEMENT
According to Pinto, server management
has become incredibly simple with Dell
technology. For example, the Avocent
iKVM (integrated keyboard, video, mouse)
switch in the Dell PowerEdge M1000e
modular blade enclosure enables Pinto to
view, monitor, and manage the blade serv-
ers. “l have control over all my blades from
a single console,” Pinto says. Other key
features of the switch include local access
to each blade server, integration with the
Avocent On-Screen Configuration and
Activity Reporting (OSCAR) graphical user
interface for configuration and to work
with existing Avocent KVM infrastructures,
and integration with the Microsoft
Active Directory® directory service.

The iKVM switch also allows access to
the integrated Dell Remote Access
Controller (iDRAC) on each blade server,
which helps simplify remote management.
“] can control and monitor each blade using
a simple Web browser-based graphical

user interface,” Pinto says. “I can inspect

““We are very pleased with the perfor-
mance of the Dell PowerEdge M600
blade servers. They are incredibly
stable and high performing.”

—Filipe Pinto
System administrator at ALERT Life Sciences Computing
October 2008

event log records, manage local users, and
shut down or reboot the machine.”

Pinto says it takes less than a minute to
reboot a system—a drastic reduction from
the 15 minutes this task previously took. “I
really notice the difference toward the end
of each month when I’'m writing up reports,”
Pinto says. “lI can get on with my work
instead of being interrupted by server man-
agement tasks.” Through the company’s
virtual private network, Pinto can also seam-
lessly complete management tasks such as
rebooting servers from home without having

to make a long trip back to the office.

RAPID DEPLOYMENT

AND RESPONSIVE SUPPORT

The new Dell infrastructure highlights the
value of VMware virtualization technol-
ogy. “l wanted to introduce VMware for a
long time,” says Pinto. “The alliance
between Dell and VMware gave us confi-
dence to deploy virtualization technology
in our infrastructure.”

ALERT deployed two Dell PowerEdge
R805 servers, which are designed for opti-
mum virtualization performance. In addi-
tion to offering twice the memory and I/O
scalability of previous 2U servers, the
PowerEdge R805 combines high perfor-
mance with low energy consumption. By
running the VMware ESX virtualization
platform, these 2 servers can do the same
work as 20 non-virtualized servers while

helping significantly reduce deployment

times, Pinto says. “l can set up a virtual
machine in 30 minutes, when it took me
up to two hours to install a physical
machine in the past,” he says. “Imagine
how much time that frees up to work on
more strategic, higher-value tasks.”
Pinto estimates that a system failure
would cost ALERT more than US$1,000
(€676) an hour. For this reason, the com-
pany’s IT systems must be reliable and
backed by responsive support services. At
the heart of the Dell ProSupport for IT ser-
vice used by ALERT is a 24/7 commitment
from Dell Expert Centers in which IT pro-
fessionals with case management skills can
help Pinto troubleshoot. In addition, Next
Business Day On-Site Service After Remote
Diagnosis helps ensure delivery and instal-
lation of new or replacement parts. With
the Dell infrastructure and Dell ProSupport
for IT, Pinto believes he has the right com-
bination of products and services to help

avoid periods of expensive downtime.®
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Dell virtualization solutions:
DELL.COM/Virtualization

1*SPECjbb2005 Performance and Power Consumption on Dell, HP, and IBM Blade Servers,” by Principled Technologies, December 2007, DELL.COM/Downloads/Global/Products/Pedge/En/pe_blades_specjbb2005.pdf.
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SPECIAL SECTION: BLADE SERVERS

CHALLENGE
PT Ciptadana Capital needed to scale its
existing blade server infrastructure to sup-
port the extension of its online trading
services. With around 5,000 customers
connected to the Ciptadana trading appli-
cation, the company needed a solution
that would support further expansions and
allow new users to connect directly to the

trading application.

SOLUTION
Ciptadana deployed Dell PowerEdge M600
blade servers to power its online trading

and brokerage application.

BENEFITS

= Ease of deployment helped provide
simple and efficient consolidation from
rack servers to blade servers.

= Centralized management console helps
simplify server management.

= Dell consultants helped provide rapid
server deployment and migration and
assisted with migration of Oracle® data-
base server configuration.

= Dell PowerEdge M600 blade servers
help reduce energy use while helping
save on infrastructure costs and space.

Related Categories:

Blade servers, case study, Dell PowerEdge
blade servers, energy efficiency, green IT,
PT Ciptadana Capital

Visit DELL.COM/PowerSolutions for the complete
category index.
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BLADES SHIFT
BROKER INTO
HIGH GEAR

Dell” PowerEdge™ blade servers help PT Ciptadana Capital
support future expansion of its security trading service
while reducing energy use, simplifying management,

and optimizing limited data center space.

T Ciptadana Capital, one of the top 10 brokerage firms in Indonesia, relies on its
world-class data center to provide timely and responsive information to its cus-

tomers and enable the execution of real-time trading. Provisioning of real-time

trade data, reinforced by seamless back-office operations that handle settlements,
corporate actions, dividends, and cash management aspects of trade executions, has
made Ciptadana a leading broker in the high-net-worth retail equity brokerage market.
A key challenge faced by the company was finding a way to meet future expansion
requirements stemming from the anticipated growth of its customer base. “Our ability
to execute trades and provide critical financial information is tied to the efficiency of our
IT infrastructure,” says Benny Haryanto, president director of Ciptadana. “In particular,
trading online with the stock exchange demands a robust and scalable data center that

our customers can trust to deliver real-time trades whenever, wherever they need it.”

SUPPORTING CUSTOMER GROWTH

With more than 200 employees and around 5,000 customers connected to its online
trading platform across two branch offices, Ciptadana began looking for the high-
performance processing capacity it needed to supplement its existing data center
and support future expansion plans. The company’s existing data center comprised
blade servers in two separate server enclosures running a remote trading platform,
domain controller services, and an e-mail server.

The selection of blade servers over rack servers was a critical decision made by
the IT department. “With two existing server enclosures, we had limited space avail-
able in the data center,” Haryanto says. “At the time, we were looking for several
additional servers to support our expansion plans, and given the space limitations,
blades were a definite consideration.”

After conducting an internal review, Ciptadana determined that it would require
servers with two quad-core processors and at least 8 GB of RAM. “Our older servers
were a quad-core system with 4 GB of RAM,” Haryanto says. “Since we required fast
I/O access with quick database searches and network response, we decided we would
need more processors to scale performance.”

Ciptadana worked with Dell consultants and chose Dell PowerEdge M600 blade
servers, each with two quad-core processors and 8 GB of RAM. The blade servers
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were deployed at Ciptadana’s Jakarta-

based data center within a day, and were

““Our existing power redundancies for
the enclosures we purchased previously
were operating well. However, with the
impending expansion, energy consump-
tion was a serious consideration and a
challenge we needed to address.”

in testing and development phases for
five months before going live. “Dell con-
sultants were quite helpful throughout
the acquisition process,” says Haryanto.
“They worked with us to refine the con-
figuration and also assisted us with the
migration of our Oracle database server

configuration.”
—Benny Haryanto
President director of PT Ciptadana Capital

REDUCING ENERGY September 2008

CONSUMPTION

Because of space limitations in its data
center, Ciptadana had significant restric-
tions on use of power sources for reliable
server availability. “Our existing power
redundancies for the enclosures we pur-
chased previously were operating well,”
Haryanto says. “However, with the impend-
ing expansion, energy consumption was a
serious consideration and a challenge we
needed to address.”

Energy consumption was a key crite-
rion for Ciptadana when deciding to select
an all-blade configuration. An ultra-efficient
power supply; high-flow, low-power fans;
and optimized airflow are some of the inte-
grated energy-saving features of the
PowerEdge blade servers that helped
reduce energy consumption. Haryanto
says, “The Dell PowerEdge M600 blade
servers offer enhanced design features that
brought savings in energy consumption.
We noticed a difference during the testing

and development phase.”

SIMPLIFYING SERVER
MANAGEMENT

With the two existing server enclosures
and additional blade servers, Ciptadana
also wanted simplified management.
“Our IT team is relatively small, given the
scale of the data center and the custom-
ers we were expecting to serve,” Haryanto
says. “It’s a very time-consuming and
labor-intensive job because you cannot
afford any component in the system to
break down during trades that can take
place in split seconds and involve
millions of dollars.”

The Dell PowerEdge blade server
system has helped simplify server man-
agement for Ciptadana. In particular, the
company can now easily manage the
entire system from the built-in centralized
management console. From a single con-
sole, the IT staff has redundant, secure

access paths to manage multiple enclosures

““The Dell PowerEdge M600 blade servers
offer enhanced design features that
brought savings in energy consumption.
We noticed a difference during the
testing and development phase.”

—Benny Haryanto

President director of PT Ciptadana Capital
September 2008
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and blade servers. Dell consultants also
provided Ciptadana with expert advice in
configuring the Altiris® Deployment
Solution™ for Dell Servers server manage-
ment application. “The system is very
user-friendly, giving us a single point of
control to manage everything in one

place,” Haryanto says.

ENABLING EFFICIENT

USE OF SPACE

Shifting to an all-blade configuration
helped Ciptadana optimize limited data
center space. “We were already experi-
encing a tight squeeze with our two server
enclosures in the original configuration,”
Haryanto says. “Originally, we used four
racks of non-blade servers, but with this
solution we’ve replaced them with just
two enclosures of blade servers. That’s
almost a 50 percent savings in space, and

no new enclosures were needed.”®
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SPECIAL SECTION: BLADE SERVERS

CHALLENGE

Optimal Blue sought to optimize its tech-

nology platform by adopting energy-
efficient servers and flexible storage.

SOLUTION

The company upgraded from stand-
alone servers with direct attach storage
to a Dell PowerEdge M1000e modular
blade enclosure with PowerEdge M600
blade servers and a Dell EqualLogic PS
Series Internet SCSI (iSCSI) storage area
network (SAN) array.

BENEFITS

= Optimal Blue assembled the blade
system and SAN storage in 15 minutes
with no previous SAN experience.

= Dell blade servers and storage pro-
vide an anticipated 50 percent reduc-
tion in application response time.

= Elimination of single points of failure
helps improve reliability and
availability.

= A 50 percent reduction in hardware
space helps save US$1,000 per month.

= Energy-efficient systems help save

US$500 per month on power.

Related Categories:

Blade servers, case study, Dell EqualLogic
storage, Dell PowerEdge blade servers,
Internet SCSI (iSCSI), Optimal Blue, storage
area network (SAN)

Visit DELL.COM/PowerSolutions for the complete
category index
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MORTGAGE LENDERS’
MOMENT OF TRUTH

A high-performance, energy-efficient solution based on
Dell” PowerEdge™ blade servers and a Dell EqualLogic™ PS
Series Internet SCSI (iSCSI) storage area network array
provides Optimal Blue with an anticipated 50 percent
improvement in application response time.

he mortgage industry is in a state of crisis. Secondary markets have been
disrupted and are often liquid—and volatility is reflected in the cost of fund-
ing. Optimal Blue is confronting this turmoil by providing accurate informa-

tion on the pricing and timing of mortgage products.
“If the pricing on a loan is out of date by a couple of minutes, it’s worthless,” says
Dr. Ivan Darius, founder and co-CEO of Optimal Blue. “In challenging market condi-
tions such as these, when investors’ Web sites are nonresponsive and investor guide-
lines and rate sheets are changing rapidly, our technology and service differentiate

us from the rest.”

ENERGY-EFFICIENT SERVERS AND SCALABLE STORAGE

Darius and cofounder Larry Huff have created a comprehensive service that provides
brokers and lenders with the information they need to sell into the secondary market.
The company’s 140 customers purchase the information through a software-as-a-
service (SaaS) model.

Optimal Blue needs its IT platform to perform to the highest standards to help
ensure that the company can provide fast and accurate mortgage market informa-
tion to customers. “We found that we wanted to improve reliability at peak times
without having to double our hardware,” says Darius. “Also, in our previous storage
solution the database servers each had their own Fast SCSI drives. This led to a lot
of difficulties with growing databases and the inability to add disk capacity because
of chassis and other constraints. Also, the failure rate of the disks we were using
was higher than we expected. We wanted a more power-efficient solution which
would cost less to cool and occupy less space. It was obvious that a blade system
would be the answer.”

To support a new release of the Optimal Blue search engine, Darius switched to
a Dell PowerEdge M1000e modular blade enclosure containing PowerEdge M600
blade servers with quad-core Intel® Xeon® processors. He also upgraded from his
direct attach storage to a Dell EqualLogic PS5000XV Internet SCSI (iSCSI) storage

area network (SAN) array.
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“We saw from published numbers that

Dell was the leader in the performance-
per-watt equation with the M1000e
offering,” says Darius. “We also like the
fact that Dell provides us with tools that
enable us to manage the system
remotely. We are using the Dell Chassis
Management Controller and the inte-
grated Dell Remote Access Controller
and the Dell EqualLogic Group Manager
to manage the SAN.”

Darius plans to virtualize the servers to
achieve maximum use of the blades and
help keep down power and space consump-
tion. “We will turn all these blades into a
virtual computer,” he says. “With manage-
ment tools such as VMware and a good
SAN, we can be a lot more flexible.”

The EqualLogic iSCSI SAN array was
key to the plan. As the company’s cus-
tomer base grew, the process of moving
data on the existing systems to new and
larger servers was painful without scal-
able, flexible storage. Darius did his due
diligence and considered the alternatives.
“We were looking for a more reliable and
expandable storage mechanism,” he says.
“We found that EqualLogic gives us more
redundancy, not only at the disk level, but
also at the server level. We can have mul-
tiple servers in a backup mode to run cer-
tain databases if we need them. With
RAID-50 storage, we also increase our
reliability by a significant factor. And the
EqualLogic SAN is inherently stackable; if
you need another one, you just add it into

your switch network.”

FAST, FLEXIBLE SETUP

With the flexibility and power of the Dell
PowerEdge M1000e system and Dell
EquallLogic iSCSI SAN array,
feared the setup process would be labo-

Darius

rious, but he was in for a pleasant sur-
prise. “We put the whole system
together—the blades and the storage—in
a minimal amount of time,” he says. “It

took less than 15 minutes to get the Dell

f“With our current system, our response
time is 3 to 5 seconds. With the Dell
blades and storage, we expect to cut
response time in half.”

blades and the storage set up. We are
specialists, but we are not SAN special-
ists, and the fact that we could do this
without help in such little time was
remarkable.” With the built-in storage
virtualization capabilities and advanced
automation of the EqualLogic PS Series,
Optimal Blue can also seamlessly expand
its SAN without disruption of service.

Optimal Blue’s previous server solu-
tion filled four cabinets, and Darius was
close to renting more space. Once again,
he was pleasantly surprised. “With the
Dell blades and storage, we’ll need one
and a half cabinets—about 50 percent
less space, which saves $1,000 per
month,” he says. “In addition, we’re also
saving $500 per month on power, so
we’re benefiting from a greener and more
cost-friendly solution.

“We're going green as a company, and
the Dell solution is helping us take that

step,” says Darius.

ENHANCED RESPONSE TIME

AND RELIABILITY

Optimal Blue is expecting a dramatic
reduction in the response time of its
search engine. “With our current system,
our response time is 3 to 5 seconds,”
Darius says. “With the Dell blades and
storage, we expect to cut response time
in half.” Reducing the response time is a
benefit to customers because it makes
their workflows faster and more produc-
tive. “We support about 40,000 searches
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—1Ivan Darius

Founder and co-CEOQ of Optimal Blue
September 2008

a day, and at any given time we have
between 1,500 and 3,000 users logged
in. However, we have 35,000 licensed
users, so there’s a potential for much
higher usage,” Darius says.

By eliminating stand-alone servers,
each with its own access to storage
disks, Optimal Blue will eliminate single
points of failure, a key cause of poten-
tial downtime. Although Optimal Blue is
still in the process of implementing the
Dell solution, it is already planning to
enhance stability and reliability. Darius
intends to purchase another Dell
EqualLogic iSCSI SAN array and put it
in a backup site for a hot disaster recov-
ery solution. “Having a failover solution
will give us a lot of assurance as we
grow and add customers,” says Darius.
“It’s an important step for the future,
and we trust the Dell EqualLogic iSCSI
solution and our production Dell blades
to do the job.”®
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SPECIAL SECTION: BLADE SERVERS

CHALLENGE
Scientists at the Deutsches Elektronen-
Synchrotron (DESY) research center rely
on IT to support major research into the
structure of matter. With the arrival of new
data from the world’s largest particle
accelerator—the Large Hadron Collider—
DESY needed to expand its server infra-
structure and ensure high performance in
limited space.

SOLUTION

Dell PowerEdge blade servers provide
DESY scientists with a powerful environ-
ment that helps maximize uptime for criti-
cal calculations. Dedicated Dell services
including Premier Pages and Custom
Factory Integration help ensure a smooth
implementation and ongoing simplified
management.

BENEFITS

= Blade server solution was up and
running in just nine days.

= Thousands of physicists worldwide can
analyze petabytes of data.

= Efficient blade servers help minimize
power, cooling, and space requirements.

= Dell Premier Pages and Custom Factory
Integration services help significantly
speed installation and simplify asset
management.

Related Categories:

Blade servers, case study, data consolidation and
management, Dell PowerEdge blade servers,
Deutsches Elektronen-Synchrotron (DESY), green IT

Visit DELL.COM/PowerSolutions for the complete
category index.
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RE-CREATING
THE BIG BANG

Powerful Dell” PowerEdge™ blade servers deployed in
just nine days provide high levels of performance and
efficiency to help put a German research center on track
for a major scientific breakthrough.

he Deutsches Elektronen-Synchrotron (DESY) research center, located in

Hamburg and Zeuthen in Germany, hosts more than 3,000 scientists work-

ing to identify the structure of matter. For almost 50 years, DESY has devel-
oped and created particle accelerators used in photon science and particle physics.
The center plays an important role in the latest experiments conducted at the
European Organization for Nuclear Research (CERN) Large Hadron Collider (LHC)—
the world’s highest-energy particle accelerator. From the information gathered at
the LHC, physicists hope to examine how matter behaved a fraction of a second
after the Big Bang, at the moment the universe began, and find explanations for
dark matter and the origins of mass.

At approximately 10 PB every year, the volume of data produced by the LHC is
vast. And, given the size of the project, the LHC is unable to process all the data in
Geneva. Instead, it sends raw data to regional distributors. Grid computing centers
worldwide—including DESY—then receive and process this data, performing complex
calculations and analysis.

To support its scientists’ work, DESY has two data centers that house more than
2,000 servers and currently store more than 5 PB of data produced by the center’s
own particle accelerators. But in preparation for rapidly increasing data volumes—
from the LHC project in particular—DESY was keen to enhance its infrastructure.
“We constantly review our IT infrastructure to ensure that it supports our critical
work,” says Dr. Knut Woller, deputy head of IT at DESY. “We undertake fundamental
research projects that can go on for more than a decade, with results that have a
worldwide impact in the scientific community and beyond.”

The location and design of the data centers presented the DESY IT group with
a further challenge. Following expansion, DESY created a second data center in
the computer center in 2005. It provides room for 1,500 rack units and an air-
conditioning capacity of 500 kW. It was essential that the new infrastructure make
optimum use of this space. “The less space and energy each new server consumes,
the more computing power we can host without expanding into a second site,”

Woller explains.
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OPTIMIZED CONNECTIVITY
AND ENERGY EFFICIENCY
IN REDUCED SPACE

DESY conducted a European tender in

search of a solution to meet its specific
requirements. For the past three years the
center has worked closely with Dell. “We've
found Dell servers more reliable than those
of our previous providers. What’s more, we
have a great partnership,” says Woller. The
measurements, tests, and vendor discus-
sions during the tender convinced the
DESY team that Dell PowerEdge M600
blade servers, together with PowerEdge
M1000e modular blade enclosures, would
offer the best price/performance and result
in a favorable total cost of ownership com-
pared with competing products.

Crucially, the blade servers are designed
for energy efficiency. “Based on our own
measurements, we found Dell blades 10 to
15 percent more energy efficient than com-
petitor products,” Woller says. And by pro-
viding 60 percent greater density than
traditional 1U servers, the blade servers
offer the required computing power in the
data center’s restricted space.

In total, DESY has more than 300 blade
servers in modular enclosures, and an addi-
tional 80 have been ordered. Approximately
90 percent of the capacity is used for sci-
entific calculations on particle physics. The
remaining 10 percent runs daily IT tasks
such as databases and e-mail.

“Connectivity is also very important,”
adds Woller. “The multiple I/0 interfaces
in the Dell blades mean we can access our
data through different technologies,
including iSCSI and Fibre Channel. The
blades also support InfiniBand, which
offers a higher bandwidth and lower
latency so that we can rapidly exchange
data within a set of servers.” Woller adds,
“Dell provides the most cost-effective
solution as our project needs continue to
grow. The blade servers meet our needs
with regard to space as well as being

highly energy efficient.”

“Dell provides the most cost-effective
solution as our project needs continue
to grow. The blade servers meet our
needs with regard to space as well as
being highly energy efficient.”

RAPID IMPLEMENTATION THROUGH
DEDICATED DELL SERVICES

The Dell Premier Pages and Custom Factory
Integration (CFI) services helped DESY dra-
matically cut the implementation time with
its latest blade server deployment. The
Premier Pages service enables the DESY
team to order and configure systems online,
while CFl services play a vital role in speedy
deployment. “Dell support, and in particular
Dell CFl, has halved the time taken to
deploy and install servers compared with
any previous provider’s solution,” says
Woller. “The first delivery was of 32 servers.
These were fully operational in less than
seven days, which set a new record at the
center for server setup.”

A week before a server delivery, CFlI
sends an e-mail message informing DESY
exactly which IT assets are scheduled to
arrive. “With Dell CFIl, we can configure the
network and management ports before the
products arrive,” says Woller. “The servers
arrive with individually assigned addresses,
and we can immediately place them in the
racks. The whole process is simple and the
system is up and running fast, saving us

valuable time.”

POWERFUL, RELIABLE SYSTEMS

The staff at the computer center contin-
ues to be impressed by the support and
products provided by Dell. “With previous
solutions, we’ve encountered a number of

failures over a three-month period, but
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—Dr. Knut Woller

Deputy head of IT at DESY
October 2008

with Dell blades we haven’t had a single
issue,” says Woller.

For additional reassurance, DESY has
Dell ProSupport for IT with the Mission
Critical option, which includes a four-hour
on-the-spot response time for enclosure
issues and next-business-day support for
individual blade servers. “We have excel-
lent relationships with Dell technical experts
and are very satisfied with the comprehen-
sive levels of support,” says Woller.

Crucially, the powerful system sup-
ports the center’s pivotal role in the LHC
investigations into the origins of the uni-
verse. “With our current Dell infrastructure,
thousands of LHC scientists worldwide can
run analysis on petabytes of data stored
here at DESY,” says Woller. As the LHC
project continues, and while preparing
future accelerators for photon science
research, DESY knows it can rely on Dell
systems to support scientists working
toward the next breakthrough.(!)
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STORAGE
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By Dylan Locsin
Travis Vigil

HIGH-DENSITY, HIGHLY
SCALABLE STORAGE:
DELL EQUALLOGIC
PS5500E iSCSI SANs

The Dell” EqualLogic™ PS5500E Internet SCSI (iSCSI)
storage area network (SAN) array allows organizations

to simply and cost-effectively deploy high-density,
highly scalable, and consolidated SANs for tiered
storage, primary and secondary applications, and
disaster recovery operations.

n today’s business environment, organizations

must store, retain, and protect ever-increasing

amounts of data. The skyrocketing amount of
e-mail, file, and digital media data and the constant
growth of databases necessary to perform critical
functions have dramatically increased the storage
requirements for production and near-line environ-
ments. Stringent regulatory legislation such as the
Sarbanes-Oxley Act has intensified data retention and
archiving requirements for many organizations as
well. Furthermore, the need to preserve business con-
tinuity in such a regulated and challenging environ-
ment underscores the importance of data protection
and disaster recovery.

At the same time, deploying ever-growing stor-
age infrastructures can be costly and complex and
can take up valuable data center space. To help
address these challenges, the highly scalable Dell
EqualLogic PS5500E Internet SCSI (iSCSI) array
enables organizations to consolidate storage and
deploy high-density storage area networks (SANSs)
simply and cost-effectively. This approach of con-
solidation and simplification helps organizations to
save space in their data centers, enhance efficiency
and manageability, and ultimately lower the total
cost of providing storage services for tiered primary
applications, secondary applications, and disaster
recovery operations.

OVERCOMING OBSTACLES
TO LARGE-SCALE DEPLOYMENTS
As storage infrastructures within data centers continue
to grow, the physical space required to house them
has become an increasingly significant contributor to
overall cost. In many data centers, especially those in
urban areas, available floor and rack space is limited,
and the cost of adding space can be prohibitively
expensive. When organizations turn to hosted data
center facilities for key operations such as disaster
recovery, the amount of space utilized can greatly
affect overall cost as well. In addition, the power and
cooling needs of sprawling server and storage infra-
structures can significantly drive up energy costs.
Large-scale storage infrastructures based on tradi-
tional SAN architectures can also be more difficult to
operate efficiently and manage effectively than small
storage infrastructures. With traditional physically ori-
ented storage systems, management operations such
as load balancing, performance optimization, capacity
planning, and expansion can be cumbersome and time-
consuming; at best they are performed periodically with
careful planning, and at worst they are performed infre-
quently with well-intentioned guesswork. Also, day-to-
day administrative tasks such as provisioning logical
units (LUNs) and supporting data protection and recov-
ery can become excessively burdensome and require
large IT staffs as environments grow.
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The scalable Dell EqualLogic PS5500E array helps
an Alaskan data security company manage IT services
for more than 160,000 potential new users.

Sequestered Solutions Alaska, LLC (SSA), provides data security for a wide
range of commercial clients as well as state and federal government agencies.
In selecting storage systems to support its current managed IT services and
storage-as-a-service offerings, the company requires reliable hardware that can
ensure 24/7 availability. “Whether our clients are running a patient management
system, providing software as a service, or backing up critical government data,
we need to ensure that they can access information whenever they need it,
without fail,” says Lara Baker, CTO at SSA.

SSA needed a new storage solution quickly. The company was planning to
offer a new service called DataCenter Vault, a comprehensive, online, endpoint
data-protection and backup application for laptops and desktops. SSA anticipated
supporting up to 3,000 clients on that service within 60 days and more than
160,000 individual clients within six months.

After exploring a range of storage options, SSA selected the Dell EqualLogic
PS5500E Internet SCSI (iSCSI) storage area network (SAN) for its scalability,
reliability, and cost-effectiveness. “We considered purchasing several small
storage arrays for the DataCenter Vault service, but we learned that the Dell
Equallogic PS5500E iSCSI SAN could offer a simpler, mare cost-effective solu-
tion,” says Baker. “We have used Dell EquallLogic SANs for several years, and
we were confident in the reliability of the hardware.”

SSA decided to test a beta unit of the EquallLogic PS5500E, and Baker's
team was able to get the SAN up and running rapidly. “We were able to deploy

the new system in just 15 minutes, after installing the physical array in our

€£By housing up to 48 TB of raw capacity
in a single 4U space, the Dell EquallLogic
PS5500E SAN leaves us lots of rack
space to support other clients and other
revenue-generating services.”

—Lara Baker

CTO at Sequestered Solutions Alaska, LLC
October 2008

advanced rack technology,” says Baker. “It took longer to unpack the box than it
did to deploy the SAN.”
The density of the Dell EqualLogic SAN enables SSA to optimize data center

real estate. “The more space that a system occupies, the less space we have for
other services,” says Baker. “By housing up to 48 TB of raw capacity in a single 4U
space, the Dell EqualLogic PS5500E SAN leaves us lots of rack space to support
other clients and other revenue-generating services.”

REDUCING OPERATING COSTS AND SIMPLIFYING PROVISIONING

With simplified configuration and management, the Dell EqualLogic PS5500E
SAN can help SSA deploy new storage capacity rapidly. “With other SANS, it
might take hours or days to deploy new storage,” says Baker. “Once the Dell
Equallogic PS5500E was installed, we deployed new storage in 15 minutes after
powering up the PS5500E."

With the potential to scale out to 576 TB by integrating additional units under
a single management interface, the EqualLogic PS5500E also provides an easy
way to accommodate growth without interrupting service to clients. “If we run out
of space on a single system, we can just buy an additional unit, connect it to the
existing system, and it is recognized immediately as additional available storage,”
says Baker. “The newly expanded system operates as a single pool of storage, so
it's very easy to manage. We don't have to spend time worrying about where data
is located on the SAN. We can just allocate capacity and keep moving.”

SSA estimates that the EquallLogic PS5500E will help the company save
significant acquisition and management costs compared with competing SANS.
“We estimate this new high-density SAN technology will save us in excess of one
million dollars over the next three years versus midrange fibre-based competitive
products,” says Baker. “And because the Dell EqualLogic SAN is so much simpler
to use than other products, we estimate that it will be seven to eight times less
expensive in total operating costs. Those are tremendous savings that will help

us stay competitive in the field.”

ENABLING MASSIVE SCALABILITY
WITH VIRTUALIZED STORAGE

The Dell EqualLogic PS5500E is a high-
density, highly scalable iSCSI storage array
in the Dell line of virtualized EqualLogic
SANSs. It enables organizations to simply
and cost-effectively deploy high-capacity
storage within an extremely small form

factor—24 TB to 48 TB of raw data within a
single 4U, 48-drive device. EqualLogic
PS5500E arrays can be configured with
forty-eight 500 GB or 1 TB Serial ATA
(SATA) disk drives and can be combined to
create a SAN with up to 576 TB of raw stor-
age under a single management interface.

The EquallLogic peer storage architecture
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provides enterprise-class reliability and
redundancy with dual controllers in each
modular array. Each controller in the SAN
contains three Gigabit Ethernet ports and
2 GB of memory. Because of the 48 drives
on the system, dynamic load balancing,
virtual architecture, and controller design,
the EqualLogic PS5500E can deliver good
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performance for random I/O applications (see
the “Secure with Dell” sidebar in this article).
In addition to being operated as a
stand-alone SAN with one pool of storage,
EqualLogic PS5500E arrays can be used
in a tiered storage model. In this model,
multiple pools of storage within a single
SAN contain EqualLogic Serial Attached
SCSI (SAS) and/or SATA arrays for differ-
ent levels of performance or different ser-
vice levels, which are provided according
to application or user group needs. For
example, Oracle® volumes for online trans-
action processing and Microsoft® Exchange
mailboxes for executives might reside in
one storage pool of 15,000 rpm SAS
drives in a RAID-10 configuration, with
moderate-I/O Microsoft SQL Server® data-
bases, general workgroup e-mail services,
file storage, and development volumes
residing in another pool containing an
EqualLogic PS5500E iSCSI SAN in a
RAID-50 configuration (see Figure 1).
Administrators can manage multiple
arrays as a single SAN, configure them
with the same or different RAID level, and
move LUNs between pools and arrays
without service interruption.
in the
EqualLogic PS Series, the EqualLogic

Like other storage arrays

PS5500E utilizes a modular, virtualized
peer storage architecture designed to
enhance disk utilization, deliver high-1/0
performance, and simplify management
compared with non-virtualized storage
architectures. The EqualLogic architecture
provides these advantages in part by
automating load balancing across disks,
RAID sets, connections, caches, and con-
trollers. EqualLogic arrays automate sev-
eral key functions to help further simplify
storage administration, including array
configuration, volume setup and expan-
sion, and storage pooling.!

The EqualLogic PS5500E also comes
standard with a comprehensive suite
of data management and protection

SAN group

Storage pool A

——

|
Microsoft Exchange Oracle
(executive mailboxes) Database

Switched Gigabit Ethernet network

Storage pool B

—
—
——
. —— .
Microsoft S Microsoft Exchange
SQL Server ———— (workgroups)

Development

Figure 1. Mixing drive capacity and performance profiles helps increase storage flexibility

software features designed to simplify
management, help ensure availability, and
facilitate recovery from local data corrup-
tion or site disasters. Notably, an auto-
data

replication for off-site disaster recovery,

replication feature provides
and Auto-Snapshot Manager provides
application-consistent data protection
and recovery for Microsoft Exchange, SQL
Server, and Windows* file systems, as well
as hypervisor-aware protection of
VMware® Infrastructure 3 environments.?
These software features are included at
no additional cost.

MEETING BOTH PRIMARY AND
SECONDARY STORAGE NEEDS
Because of its outstanding capacity and
density, solid random /O performance,
and enterprise software features, the Dell
EqualLogic PS5500E iSCSI SAN array can
be especially well suited to large-scale,
primary production data centers where
space and management are key consid-
erations. In fact, given the storage con-
solidation and enhanced utilization
enabled by the EqualLogic PS5500E, an
organization could potentially deploy an
entire enterprise-class data center in a
single rack.

The EqualLogic PS5500E is also well
suited to consolidation of storage for

secondary production applications, backup,
or development. Its cost-effectiveness for
large capacities and density makes it
appropriate for online storage for files,
backup copies, data archives, and develop-
ment environments, which can be a safe
and easy-to-manage alternative to offline
or direct attach storage systems. With its
extremely high density and capacity, the
EqualLogic PS5500E can scale to meet
evolving data retention and archiving
requirements. Furthermore, the EqualLogic
PS5500E is certified with a variety of
backup vendors including CommVault,
Symantec, and others.

The consolidation made possible by the
EqualLogic PS5500E is well suited to
hosted, co-located, minimally staffed (or
lights-out) disaster recovery sites as well. In
a hosted environment, where space is often
rented by the rack or square foot, space
utilization can significantly affect overall
cost. The EqualLogic PS5500E enables
massive capacity in a small footprint,
enabling organizations to dramatically
reduce space requirements for disaster
recovery operations. Furthermore, auto-
mation helps simplify management when
needed most—during disaster recovery.
Because EquallLogic arrays are designed
to replicate to any other EqualLogic
array, a production SAN can be on

"For more information, see “Inside the EqualLogic PS Series iSCSI Storage Arrays,” by John Joseph, Eric Schott, and Kevin Wittmer, in Dell Power Solutions, February 2008, DELL.COM/Downloads/Global/Power/ps1q08-20080249-

EqualLogic.pdf.

2For more information, see "How Dell EqualLogic Auto-Snapshot Manager /VMware Edition Helps Protect Virtual Environments,” by Andrew Gilman and William Urban, in Dell Power Solutions, November 2008, DELL.COM/

Downloads/Global/Power/ps4q08-20090107-Gilman.pdf.
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performance-oriented arrays such as the
EqualLogic PS5000XV, but still be pro-
tected cost-effectively with minimal rack
space with the EqualLogic PS5500E.

By helping reduce space requirements
and simplify management, the EquallLogic
PS5500E enables organizations not only
to consolidate storage, but also to lower
the cost of deploying, managing, and
growing a large-scale storage infrastruc-
ture. With the EqualLogic architecture’s
ability to drive high utilization rates and
high performance with reduced disk
space, high-density consolidation on the
EqualLogic PS5500E can contribute to
reduced power and cooling costs as well.
Like all EqualLogic storage arrays, the
EqualLogic PS5500E provides a compre-
hensive suite of data monitoring, manage-
ment, and protection features that help
reduce ownership costs further by elimi-
nating add-on license fees.

SIMPLIFYING STORAGE
MANAGEMENT

The ever-increasing demand for storage

can strain IT space and budgets. The
density, performance, and manageabil-
ity of the Dell EqualLogic PS5500E
iSCSI SAN array can help organizations
simply and cost-effectively deploy
highly consolidated, high-capacity stor-
age for a range of data center opera-
tions including production and near-line
applications, data backup, and disaster
recovery.®

Dylan Locsin is a product marketing con-
sultant for the Dell EqualLogic PS Series. He
has 8 years of experience in marketing and
communications for storage, networking,
and enterprise software technologies for
companies including Dell, EqualLogic, NSI
Software, Onaro, and NetScout Systems. He
has a B.A. from Tufts University.
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Travis Vigil is a product marketing strate-
gist for Dell storage solutions. He has nearly
10 years of experience with technology
companies including Intel and Dell. He has
a B.S. from Stanford University and an
M.B.A. from Northwestern University’s
Kellogg School of Management.
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By Barbara Craig

SEAGATE SAS DRIVES
PROVIDE OPTIMIZED
NEAR-LINE STORAGE
FOR DELL SYSTEMS

New Seagate® Barracuda® ES.2 Serial Attached SCSI

(SAS) hard drives, available in Dell” PowerEdge™ servers
and Dell PowerVault™ storage, are designed to provide
the exceptional performance, efficient operation, robust
data integrity, and seamless integration required by
near-line ecosystems in enterprise data centers.

rowing data access requirements for users

and applications, internal policies on system

uptime and reliability, and other challenges
have resulted in increasing demand for cost-effective,
high-capacity near-line storage (also known as tier 2
storage). Low-cost storage that must be frequently
replaced, however, may force other systems to oper-
ate in a degraded mode, failing to deliver the required
level of service and even driving up costs by demand-
ing repeated maintenance and additional redundancy
at the application or system layer. Although Serial
ATA (SATA) hard drives can provide a capable, cost-
effective foundation platform for near-line storage,
IT organizations are constantly seeking higher levels
of performance, efficiency, and reliability than these
drives can provide.

The new Seagate Barracuda ES.2 Serial Attached
SCSI (SAS) hard drive can help meet these needs,
providing significant and comprehensive advantages
for virtually every aspect of capacity-intensive enter-
prise applications (see Figure 1). Available in Dell
PowerEdge servers and Dell PowerVault storage (see
the “High-performance Seagate SAS drives in Dell sys-
tems” sidebar in this article), these drives are designed
to maintain high performance even in the presence of
rotational and linear vibration commonly encountered
in high-density enterprise IT environments, as well as
efficient operation, robust data integrity, and seamless
integration into existing infrastructures.

EXCEPTIONAL PERFORMANCE
AT THE DRIVE AND SYSTEM LEVEL
In April 2008, Seagate engineers tested the perfor-
mance of the Seagate Barracuda ES.2 SAS hard
drive using the Storage Performance Council (SPC)
component-level SPC-1C and SPC-2C tests with an
on-site SPC auditor present. These SPC benchmarks
are designed to measure hard drive performance by
simulating real-world workloads: SPC-1C simulates
random workloads, while SPC-2C simulates large-scale
sequential data movement of near-line storage appli-
cations characterized by large I/Os organized into one
or more concurrent patterns, such as large file process-
ing (large computer-aided design files or file copy
operations), large database queries (scans or joins of
large relational tables, or data mining or business intel-
ligence), and video on demand (individualized video
entertainment or drawing from a digital film library).
The test system was a server with two Intel®
Xeon® processors at 2.8 GHz, 2 GB of RAM, a
Super Micro X6DH8-XG2 motherboard, and an LSI
SAS3041X-R SAS/SATA host bus adapter running the
Microsoft® Windows Server® 2003 Enterprise Edition
OS. The test team ran the benchmark tests against five
different 1 TB hard drives in this system: a Barracuda
ES.2 SAS drive, a Barracuda ES.2 SATA drive, and
three third-party SATA drives. In the SPC-1C tests, the
Barracuda ES.2 SAS drive provided 8-54 percent
higher throughput than the third-party SATA drives.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.


http://DELL.COM/PowerSolutions

In the SPC-2C tests, the Barracuda ES.2
SAS drive provided 38-93 percent higher
composite throughput than the third-

party SATA drives (see Figure 2).

The performance advantages of near-
line Barracuda ES.2 SAS drives over SATA
drives extend to the system level, where
the full-duplex, bidirectional SAS architec-
ture allows systems to transmit data on
two data channels simultaneously. This
transmission might entail a write command
on one channel and a read command on
the other, or, for maximum throughput, the
two channels can be combined into a
single wide port that can concurrently
transmit write or read commands.

OPTIMIZED PERFORMANCE
PER WATT
A growing emphasis on reducing energy
consumption and lowering data center
operating costs has made hard drive power
consumption and performance per watt key
metrics for enterprise IT departments. Near-
line SAS drives typically use similar amounts
of power as comparable SATA drives—for
example, 1 TB and 750 GB Seagate
Barracuda ES.2 SATA drives are specified
at 8.0 W when idle and 11.6 W when opera-
tional, with the addition of an interposer
card adding 1.2 W for a total of 9.2 W when
idle and 12.8 W when operational.
Comparable 1 TB and 750 GB Barracuda
ES.2 SAS drives are specified at 9.0 W when
idle and 12.5 W when operational, and do
not require an interposer card.

To demonstrate the power optimization
of near-line SAS drives, in July 2008 Seagate

Exceptional
performance

Optimized
performance
per watt

33 percent average |/O performance boost over comparable SATA drive
High levels of throughput in sequential read and write commands
Full-duplex, bidirectional I/0 and 7,200 rpm platter speeds

Enhanced rotational vibration tolerance in high-density enclosures

Similar power consumption to a comparable SATA drive, and lower operational
power consumption than a comparable SATA drive with an interposer card
Seagate PowerTrim” technology, which helps reduce power consumption, heat,

and energy costs without sacrificing performance

Robust data
integrity
corruption

environments

End-to-end initiator-target nexus checking that helps ensure data moving to or
from the drive is not misdirected, helping eliminate a key cause of data

Dual ports that enable failover and data recovery in multi-host storage

Simplicity and B Easy enterprise-level management with support for up to 16 hosts per drive

continuity in

queue rather than one host for SATA drives

deployment B Seamless SAS connectivity, avoiding the need for SATA interposer cards and
helping reduce costs while minimizing servicing complexity
B Compatibility with existing SCSI software and middleware

Optimization
for near-line
enterprise
storage
ported SATA drives

Support for up to 1 TB of storage for capacity-intensive applications

Designed for 24/7 operation and a mean time between failures of 1.2 million hours
Hot-swappable drives and four-wire cabling for quick, simple serviceability
Increased reliability by eliminating single points of failure imposed by single-

Figure 1. Seagate Barracuda ES.2 SAS drives can provide significant benefits in enterprise IT environments

engineers used the lometer benchmark to
compare the throughput of a Barracuda ES.2
SAS drive with that of a Barracuda ES.2
SATA drive in a Dell PowerVault MD1000O
disk expansion enclosure configured with
a Dell SAS 5/E controller. The write cache
was disabled for these tests. The results
demonstrated that the SAS drive provided
a 7 percent improvement in sequential
reads, 14 percent improvement in sequen-
tial writes, 100 percent improvement in
random reads, and 9 percent improvement
in random writes over the SATA drive, with
an average 33 percent performance boost
over the SATA drive.

As these results indicate, the SAS drive
provided significantly higher performance

HIGH-PERFORMANCE SEAGATE
SAS DRIVES IN DELL SYSTEMS

High-performance, cost-effective Seagate Barracuda ES.2 Serial Attached SCSI (SAS) drives are

currently supported in the following Dell systems:

= Dell PowerEdge server models 840, 860, 6850, 1900, 1950, 2900, 2950, 2970, 6950, 6970, SC440,
SC1430, SC1435, R200, R300, R900, T105, T200, and T605
= Dell PowerVault storage models MD1000, MD3000, MD3000i, NF500, and NF600

than the SATA drive with only fractionally
greater power consumption, resulting in
higher performance per watt. Adding an
interposer card (frequently used to pro-
vide dual-port connectivity to SATA
drives) can make the power consumption
of a SATA drive equal to or even greater
than that of a SAS drive, helping increase
the performance-per-watt advantage of
the SAS drive even further.

ROBUST DATA INTEGRITY

AT THE SYSTEM LEVEL

Physical interconnect malfunctions can
cause up to 68 percent of storage sub-
system failures.? Lacking inherent dual-
port failover capability, SATA systems
often report such interconnect failures as
a drive-not-found error, which can result
in administrators misdiagnosing the
problem as a drive failure rather than
silent corruption while the data was being
transmitted.

Given this limitation, it follows that
near-line SATA drives and adapters typi-
cally develop silent data corruptions
significantly more often than Fibre Channel
or SAS drives. RAID storage arrays offer

"For complete details, visit www.storageperformance.org/results.

2 “Are Disks the Dominant Contributor for Storage Failures? A Comprehensive Study of Storage Subsystem Failure Characteristics,” by Weihang Jiang, Chongfeng Hu, Yuanyuan Zhou, and Arkady Kanevsky, FAST ‘08: 6th USENIX
Conference on File and Storage Technologies, February 26-28, 2008, San Jose, CA, www.usenix.org/event/fast08/tech/full_papers/jiang/jiang.pdf
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Figure 2. Seagate Barracuda ES.2 SAS drives can provide significantly higher performance than SATA drives

no protection from silent data corruption,
because current file systems use check-
sums to help detect corrupt data when
the data is read back, which may not
happen until months after the corrupted
data was written. Such delays can increase
the chances that the uncorrupted data has
been lost forever.

The goal of a RAID architecture is to
provide data redundancy in the event of a
failure, but by definition data corruption is
an undetected failure—one that RAID
offers no protection against. SAS drives
help reduce data corruption with end-to-
end initiator-target nexus checking, a key
component of data integrity that helps
ensure that data traveling to or from the
drive is not misdirected. SATA drives
cannot achieve this level of enterprise-
class data integrity because they lack
native addressability (although purchasing
and deploying interposer cards can pro-
vide that capability, at additional cost).
SAS drives

decrease storage system failure rates by

Furthermore, help
reducing the number of physical inter-
connects and adding dual-port redun-
dancy (see the “Simplicity and continuity
in deployment” section in this article).
Administrators also gain enhanced access
to advanced error reporting, which can
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provide valuable information for effective
troubleshooting.

SIMPLICITY AND CONTINUITY

IN DEPLOYMENT

IT professionals can be reluctant to deploy
storage systems that may disrupt opera-
tions. Near-line SAS drives, however, are
designed to seamlessly integrate into the
same SAS infrastructures that currently
support critical tier 1 storage.

In addition, near-line SAS drives not
only help eliminate the additional expense
and complexity of SATA interposer cards,
but also offer enhanced connectivity and
failover capabilities. SAS command queu-
ing enables one drive to accommodate up
to 16 hosts, compared with the single host
that a standard SATA hard drive can
accept through native command queuing.
Interposer cards can enable command
queuing for a second host connection, but
this approach is typically still inadequate
for enterprise storage environments.

Support for a large number of host
connections helps SAS drives avoid the
single-point-of-failure risk that character-
izes SATA drives. By avoiding the need
for a SATA interposer card, SAS drives
can also reduce total system parts count—
a key consideration when designing for

high reliability. In addition, SAS hard drives
can help ensure operational continuity
and investment protection because of
their compatibility with existing SCSI soft-
ware and middleware.

OPTIMIZED, COST-EFFECTIVE
SAS DRIVES

Enterprise-ready Seagate Barracuda ES.2
SAS hard drives are designed, tested, and
optimized to handle the rigors of 24/7 oper-
ation in enterprise data centers. Providing
exceptional performance, efficient opera-
tion, robust data integrity, and seamless
integration with existing infrastructures,
these drives can help organizations deploy
optimized, cost-effective storage in their
near-line/tier 2 storage ecosystems.(b

Barbara Craig is a senior product marketing
manager at Seagate, where she is respon-
sible for product marketing for Seagate’s
Enterprise Compute products, which com-
prise a broad range of high-capacity, high-
performance, low-power hard drives for
24/7, business-critical IT environments. She
has held a number of marketing positions
over a 30-year career at various high-tech
companies, and was most recently out-
bound product marketing manager at
QlLogic, where she was responsible for
global marketing for original equipment
manufacturer accounts. Barbara attended
the State University of New York, Pepperdine
University, and Vanderbilt University.
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By Sanjeet Singh

Jeff Echols

FROM DELL AND
COMMVAULT

Dell and CommVault have teamed up to create a next-
generation disk-based backup system that combines

leading-edge Dell” hardware with innovative CommVault®
data protection software. The new state-of-the-art Dell
PowerVault” DL2000 - Powered by CommVault integrates
disk-based backup and recovery with de-duplication tech-
nology to help deliver fast, reliable data protection.

aced with exponential data growth, many IT

organizations are struggling with the amount

of critical information they must store, manage,
administer, and protect on a daily basis. At the same
time, they are also seeking solutions to help increase
backup reliability, decrease data protection costs and
complexities, and meet stringent compliance and
e-discovery service-level agreements (SLAS).

For example, a 30 percent annual data growth
rate would mean that the amount of data that backup
and recovery systems must support would more than
double in the next three years. Because organizations
may experience annual growth up to or exceeding
60 percent, backing up and restoring vital data within
acceptable time frames can become increasingly dif-
ficult. To help increase reliability and streamline the
process, many organizations have looked beyond
traditional tape-based backup to disk technologies,
which are typically both faster and more reliable than
tape. According to a Gartner user survey analysis on
storage management software usage driven by rep-
lication, de-duplication, and virtualization, the overall
trend toward backup to disk continues, with 48 per-
cent of the survey’s respondents stating that their

first-line backup is to disk compared with only
35 percent backing up directly to tape.!

To help meet the backup needs of organizations
of all sizes, Dell has worked with two leading backup
software companies, CommVault and Symantec, to
introduce two new backup-to-disk appliances: the Dell
PowerVault DL2000 - Powered by CommVault and
the Dell PowerVault DL2000 - Powered by Symantec
Backup Exec.? The new Dell PowerVault DL2000 -
Powered by CommVault is a next-generation disk-
based backup solution that combines high-performance
Dell hardware with advanced CommVault data protec-
tion software. It provides a state-of-the-art solution
that integrates disk-based backup and recovery with
de-duplication technology to help provide fast, reliable
data protection in a cost-effective way.

INCREASING STORAGE EFFICIENCY

WITH DE-DUPLICATION

Disk-based backup has generally been available in
two primary forms: traditional backup software writ-
ten to disk, and virtual tape libraries (VTLs). VTLs,
which use disks to emulate tape drives, gained popu-
larity for their ability to create multiple libraries and

'"User Survey Analysis: Storage Management Software Usage Driven by Replication, Deduplication and Virtualization,” by Alan Dayley, Gartner, Inc., March 4, 2008.

“For more information on the Dell PowerVault DL2000 — Powered by Symantec Backup Exec, see “Simplified Data Protection with Disk-Based Backup from Dell and Symantec,” by Sanjeet
Singh and Charles Butler, in Dell Power Solutions, November 2008, DELL.COM/Downloads/Global/Power/ps4q08-20080444-Symantec-M.pdf.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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write multiple streams of data simultane-

ously. Many VTLs are compatible with
leading backup software and function as
plug-and-play appliances, which can be
deployed easily in data centers and
remote locations.

Although VTLs are adequate short-
term resolutions to backup and recovery
bottlenecks, they are separate systems
that can result in disjointed silos of isolated
data that end up being managed as dispa-
rate point solutions. For administrators at
midsize organizations, VTLs can also lack
sufficient capacity, neither scaling well nor
taking advantage of the true random 1/O
nature of native disk technology.

The introduction of innovative data
de-duplication technologies has acceler-
ated the migration to disk-based backup
and recovery. Data redundancy is a major
contributor to ever-increasing data sprawl.
For example, if a single file is created and
shared with 10 people, the environment
now contains 10 extra copies of that file.
These 10 copies may then be backed up
to disk, resulting in a total of 20 extra
copies, and then replicated, increasing the
total to 30 extra copies. Over time and
multiplied by all the data generated by an
organization, these extra copies can begin
consuming a large amount of storage
resources—requiring organizations not
only to purchase, deploy, and maintain the
necessary storage hardware, but also to
pay for the power, cooling, and other
infrastructure to support that hardware.
De-duplication is designed to eliminate
these redundancies to help accelerate
backups, reduce hardware costs, and
reduce recovery times while alleviating
the administrative burden of managing
duplicate data.

As with VTLs, however, not all de-
duplication solutions are equally effective.
Common deployment challenges are
related to performance, increased man-
agement complexity, and islands of de-
duplication. Block-based de-duplication
can affect recovery times because each
file must be reassembled, generating high
processing overhead during a recovery

window that is often short. It can also be
difficult for administrators to extract data
from a de-duplication system for long-
term retention on tape or other storage
media—information can become trapped
inside the system, forcing a continuous
cycle of adding proprietary hardware or
software that must then be managed,
increasing administrative complexity.

Finding and eliminating redundant
data with high-end, server-based de-
duplication can be expensive. Fortunately,
the far-reaching benefits of de-duplication
are now within the reach of midsize orga-
nizations seeking high-performance, sim-
plified, cost-effective solutions.

DEPLOYING NEXT-GENERATION
DISK-BASED BACKUP

Unlike traditional backup systems and
VTLs that focus on short-term goals such
as accelerated backups, the Dell PowerVault
DL2000 - Powered by CommVault is a
comprehensive backup and recovery plat-
form that uses storage policies to move
data copies to the optimal storage device—
including tape—automatically. This turnkey
solution also provides automated storage
policy setup and centralized management,
which can ease many aspects of backup,

recovery, and de-duplication. Organizations
can also seamlessly integrate advanced
add-on features such as archiving and rep-
lication to help scale and increase function-
ality as demands dictate.

The PowerVault DL2000O - Powered
by CommVault is designed for simple,
powerful, integrated disk-based backup,
recovery, and de-duplication. Setup and
operation do not require separate soft-
ware or devices; instead, administrators
can manage their data protection through
a centralized console to help unify admin-
istration across an entire enterprise. The
backup software also comes integrated
with dynamic disk provisioning, which is
designed to set up un-configured disks
and put them into immediate use (see
Figure 1). The addition of application-
aware, file-based de-duplication helps
ensure rapid data recovery, improved
storage efficiency with streamlined man-
ageability, and high performance.

The system is available in two cost-
effective configurations designed to help
meet the needs of midsize Microsoft®
Windows®, Novell® NetWare®, Linux®, or
UNIX® OS-based physical or virtualized
server environments. Both configurations
include a Dell PowerEdge™ 2950 server,
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redundant data, this system is designed

e N I | to increase storage efficiency, reduce
Figure 2. An easy-to-use wizard helps administrators manage backup and restore operations backup and recovery windows, and help
IT administrators meet SLAs while enhanc-
a Dell PowerVault MD1000 disk expan- automatically without affecting the ing overall manageability.(')
sion enclosure, and the Microsoft host (see Figure 2)

Windows Server® 2008 OS with CommVault = Host software compression to help Sanjeet Singh is a senior global product mar-

software consisting of CommServe® and reduce network traffic and increase keting manager in the Dell Enterprise Storage
MediaAgent software, a disk-to-disk license storage efficiency Group. He has eight years of experience in
for 3 TB of capacity, and five client agents = Minimized downtime because of the developing and delivering business-critical
with the CommVault Data Classification ability to recover a single file, e-mail, technologies, including databases and data
Enabler. The advanced configuration adds or document protection. Sanjeet has an M.S. in Computer

file de-duplication to help reduce redun- = Flexibility to de-duplicate data across Engineering from Purdue University and an

dant data copies during backup and backup, archived, and replicated data, M.B.A. from the University of Texas.
archive jobs. Additional application agents helping reduce storage requirements
are available for systems running Microsoft by up to 15 times compared with tape Jeff Echols is a director of business devel-

Active Directory®, Microsoft Exchange, = Reduced network loads when replicat- opment at CommVault. He has over eight

Microsoft Office SharePoint® Server, ing backup data to a centralized envi- years of storage marketing and business
Microsoft Windows SharePoint Services, ronment, helping reduce the need for development experience. Jeff has a B.S. in
Microsoft SQL Server®, Oracle® Database, IT resources in branch offices Mechanical Engineering and an M.B.A. from

IBM® Lotus® Notes, and Novell GroupWise® = Scalability that can grow from a few to the University of Texas at Austin.
software to help deliver granular attribute, thousands of servers without requiring

e-mail, or document recovery. File and expensive hardware upgrades

e-mail archiving agents are also available = Seamless integration with advanced

for removing stale data from a primary disk functionality, including archiving to l

while still leaving stubs for recalls. manage primary and e-mail storage U N LI N E

DELL.COM/PowerSolutions

The PowerVault DL2000 - Powered by growth as well as replication to help
CommVault can also provide a variety of safeguard remote office data
other benefits, including the following: = Ability to assist and accelerate
upgrades of Windows, Exchange, and
= Simplified backup operations, includ- SharePoint by restoring items from Dell and CommVault:
ing built-in reporting, single-console previous versions to updated versions DELL.COM/CommVauilt
management, and an auxiliary copy (for example, Exchange Server 2003 Dell PowerVault DL2000:
feature, which can move data copies items can be restored directly to DELL.COM/DL2000
from disk to disk or disk to tape Exchange Server 2007)
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By Jeff Echols

STREAMLINING DATA
MANAGEMENT WITH
COMMVAULT SIMPANA
AND DELL EQUALLOGIC
PS5500E iSCSI SANs

Ongoing data growth can present major challenges

for IT organizations. The combination of CommVault®
Simpana® backup-to-disk software and Dell” EqualLogic”
PS5500E Internet SCSI (iSCSI) storage area network
(SAN) arrays can provide a simplified, scalable, cost-
effective way to gain control over enterprise data

and create a platform to support future growth.

ackup to tape used to be a simple, straight-
forward process—full backups on the week-
end, followed by incremental backups
throughout the week. Increasing data requirements
combined with regulations such as the Sarbanes-
Oxley Act and Federal Rules of Civil Procedure mean
that many organizations must now retain huge
amounts of information. However, many IT depart-
ments have found that managing this data growth
with tape backup can be too cumbersome, too expen-
sive, and too unreliable. And although disk-based
appliances can help overcome some of these chal-
lenges, without an effective overall strategy, adding
appliances can simply result in installing additional
disks—disks that require increasing amounts of power
and cooling to support while driving up management
complexity and overall operational costs.

The combination of CommVault Simpana soft-
ware and Dell EqualLogic PS5500E Internet SCSI
(iSCSI) storage area network (SAN) arrays can help
organizations meet their data management needs in
a simplified, scalable, cost-effective way. Simpana
backup-to-disk, archive, and de-duplication technolo-
gies provide a centralized way to help manage
data growth, while EqualLogic PS5500E arrays are
designed for high levels of efficiency and exceptional
return on investment (ROD).

SIMPLIFYING DATA MANAGEMENT

WITH COMMVAULT SIMPANA SOFTWARE
CommVault Simpana software uses plug-in modules
to manage data—an approach that enables adminis-
trators to perform backup and recovery, archive, and
replication operations through a single integrated
interface. Because the modules share the same back-
end engine, both the modules and storage devices
can share one storage policy. For example, creating
a storage policy to de-duplicate file data from virtual-
ized servers to a Dell EqualLogic PS5500E array
works for both the backup and archive modules—a
useful feature when consolidating physical servers to
virtual machines running on an EqualLogic SAN.

In many organizations, a majority of data stored
on primary storage is infrequently used and no longer
changes on a regular basis. Storing this data can slow
application performance; clog backup, recovery, and
archive jobs; and waste valuable primary storage
space. To help overcome these challenges, organiza-
tions can deploy Simpana Archive software to clean
out old or unwanted data, which can help significantly
reduce primary storage space while helping increase
application, backup, and archive performance.

CommVault next recommends transitioning from
frequent full backup jobs to frequent incremental
backup jobs. In addition to performing incremental

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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Figure 1. Simplified backups with CommVault Simpana software and Dell EqualLogic iSCSI SAN arrays

backups, Simpana software can use Smart
Client agents that classify data to help
eliminate file scans that may take hours to
complete before an incremental backup
job begins.

The final component is creating the
full backup copy. Simpana software can
create a synthetic full backup by using the
previous full backup and adding the incre-
mental backups. The full backup copy is
created using a CommVault MediaAgent
server, helping remove the load from the
client servers.

REDUCING DATA FOOTPRINT
WITH DE-DUPLICATION

Although archiving and incremental back-
ups are not new, data de-duplication tech-
nology combined with CommVault backup
and archive modules can greatly increase
their value in enterprise environments
while significantly increasing ROI.

Before the introduction of data de-
duplication, archive operations could
remove stale files and e-mail from a pri-
mary disk to a secondary disk. Although
the secondary disk was typically less
expensive and presumably slower in per-
formance than the primary disk, the
archived data required the same disk foot-
print as the primary data. Data de-
duplication, however, can enable data
archived to a secondary disk to achieve
de-duplication ratios of as much as 15:1 or
more, depending on the type of data—
helping dramatically increase the effective
capacity of existing storage resources.

The same holds true for backups. Prior
to de-duplication, backing up to disk
was primarily a caching mechanism to

expedite backups before sending them to
tape. However, CommVault Simpana de-
duplication software helps administrators
keep many backup copies on the same
amount of disk space, which can greatly
accelerate data search and recovery.

DEPLOYING SCALABLE DELL
EQUALLOGIC iSCSI SAN ARRAYS
Dell EqualLogic PS5500E iSCSI SAN arrays
are designed to provide massively scalable
storage that can allow organizations to
simply and cost-effectively deploy high-
capacity, highly consolidated SANs sup-
porting primary data center, data protection
and retention, archiving, and disaster
recovery operations. Their scalability helps
organizations begin with small- and
medium-size storage requirements, and
then grow to match their retention require-
ments over time—without performance
degradation. Scalable performance enables
EqualLogic arrays to support backup data
copies as well as archive copies, which
typically demand higher performance than
backup copies because of usage patterns
in which end users retrieve files and e-mail
directly from secondary systems.
Organizations can deploy EquallLogic
PS5500E arrays

CommVault Simpana software to help

in combination with

create a simplified, scalable, cost-effective
backup-to-disk system (see Figure 1).
EqualLogic PS5500E arrays are also
designed to address related issues in data
center environments—including demands
for improved energy efficiency, shrinking
floor space availability, and lowered burden
on administration teams. SANs built with
EqualLogic PS5500E arrays can scale from

24 TBto 576 TB raw. All EquallLogic arrays
can also maintain performance and scale

capacity because of their virtualized archi-
tecture, and come with a comprehensive
suite of advanced data management and
protection software features at no addi-
tional cost. The form factor is designed for
maximum space efficiency, provided as
a 4U device that supports 48 drives in
500 GB or 1 TB sizes, while fully redundant
hot-swappable controllers help ensure

storage availability.

CONTROLLING DATA SPRAWL
The combination of CommVault Simpana
software and Dell EqualLogic PS5500E
iSCSI SAN arrays can help administrators
back up and store data in a simplified,
scalable, cost-effective way. By effectively
managing backup and recovery, archive,
and storage operations through a single
interface and taking advantage of the
flexibility and high performance of
EqualLogic PS5500E arrays, organiza-
tions can gain control over data sprawl
while helping create an efficient platform
for future growth.(')

Jeff Echols is a director of business devel-
opment at CommVault. He has over eight
years of storage marketing and business
development experience. Jeff has a B.S. in
Mechanical Engineering and an M.B.A. from
the University of Texas at Austin.
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' For more information, see “High-Density, Highly Scalable Storage: Dell EqualLogic PS5500E iSCSI SANs,” by Dylan Locsin and Travis Vigil, in Dell Power Solutions, November 2008, DELL.COM/Downloads/Global/Power/

ps4q08-20080396-Locsin.pdf.
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By Sanjeet Singh

Charles Butler

WITH DISK-BASED
BACKUP FROM DELL
AND SYMANTEC

Combining high-performance Dell” hardware with
market-leading Symantec® Backup Exec” software, the

new Dell PowerVault” DL2000 - Powered by Symantec
Backup Exec can help organizations of all sizes deploy
simplified, cost-effective data protection—helping
accelerate backup and recovery, enhance media
reliability, reduce total cost of ownership, and minimize
the need for IT staff intervention and management.

s backup windows shrink and system avail-

ability requirements increase, IT organiza-

tions must find ways to protect and manage
their ever-growing data with limited staff and hard-
ware resources. Tape has been the traditional media
of choice for backup and recovery, but it comes with
a variety of disadvantages, including a lack of flexibility
and time-consuming data recovery. Although cost-
effective disk technology has been available for some
time, only recently has it become practical to imple-
ment disk-based backup as part of an overall data
protection strategy in enterprise IT environments.

To help meet the backup needs of organizations
of all sizes, Dell has worked with two leading backup
software companies, Symantec and CommVault, to
introduce two new backup-to-disk appliances: the Dell
PowerVault DL2000 - Powered by Symantec Backup
Exec and the Dell PowerVault DL2000 - Powered by
CommVault.! The new Dell PowerVault DL2000O -
Powered by Symantec Backup Exec provides flexible,
cost-effective disk technology to support simple, man-
ageable data protection. Combining high-performance
Dell hardware and market-leading Symantec backup
and recovery software, this appliance helps accelerate
backup and recovery, enhance media reliability, lower

total cost of ownership, and minimize the need for IT
staff intervention and management.

TAPE- AND DISK-BASED BACKUP
Although tape has made significant improvements in
throughput and capacity, its sequential-access nature
typically makes it inflexible compared with disks.
Because the raw throughput of disk is typically faster
than tape, in most cases, backing up to and restoring
from disk is faster than using tape—disk drives can
begin transferring files instantly, whereas tape drives
require that the tape be loaded, accessed, and sequen-
tially written. Disk volumes, especially RAID volumes,
can have very fast read performance, rivaling the
throughput of even the newest tape drives. Disk snap-
shot technology, meanwhile, enables disk backups and
restores to be virtually instantaneous. Importantly,
these high levels of performance and efficiency enable
administrators to schedule frequent backups, helping
reduce the risk of data loss, while high levels of flexibil-
ity mean that, unlike tape, disks can support simultane-
ous backup, restore, and duplication operations.
Backing up multiple sources to a single tape drive
requires a technology called multiplexing, or inter-
leaving, which helps increase tape device efficiency

"For more information on the Dell PowerVault DL2000 — Powered by CommVault, see “Fast, Reliable Data Protection from Dell and CommVault,” by Sanjeet Singh and Jeff Echols, in Dell Power
Solutions, November 2008, DELL.COM/Downloads/Global/Power/ps4q08-20080393-CommVault.pdf.
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Figure 1. Symantec Backup Exec can automatically recognize new storage devices and help simplify setup

but also increases the time for restore
operations. Using disks helps eliminate the
need for multiplexing because disks are
inherently random-access devices,
designed to write multiple backup jobs
simultaneously to individual backup files
(one file per job)—helping provide both
exceptional performance and storage
granularity that even tape solutions with
sophisticated multiplexing and multi-
threading cannot provide.

For some types of data protection,
disks are also typically more reliable than
tape drives and tape libraries, which can
cause delays or failures in backup and
restore operations. Using disks as a high-
frequency, short-term data protection
medium—and tape as an archival medium—
can help minimize these problems.

The speed and random-access capa-
bilities of disk media can also provide the
foundation for continuous data protec-
tion, helping protect data in real time as
changes to data occur. Continuous data
protection not only enhances the overall
level of protection, but also helps reduce
the administration and complexity associ-
ated with traditional data protection prac-
tices. For example, it can help eliminate
the need for full, incremental, or differen-
tial backups currently in place, helping

protect data immediately and continu-
ously by backing it up to disk.

Despite these advantages, however,
successful deployment of disks as part of
a data protection solution does present
several challenges for IT administrators,
including the following:

= Lack of familiarity: Backup administra-
tors may be unfamiliar with configuring
and managing disks, and must rely on
server administrators to help select the
appropriate disk technology and con-
figure, set up, and diagnose problems.

= Complex management: Administrators
typically manage tape devices through
a backup application. Adding disk hard-
ware to this environment may require
introducing a separate application,
increasing management complexity.

= Disparate solutions: Organizations
typically purchase server hardware,
backup hardware, and backup soft-
ware from separate vendors. When a
problem arises, it may be unclear which
product is causing the problem, or
which vendor backup administrators
should contact to help resolve it.

= Proprietary solutions: In the past, virtual
tape libraries have been deployed to
take advantage of disk capabilities by

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.

emulating tape devices. However, these
devices may present a shortcoming—
they must act like tape, which prevents
backup applications from taking advan-
tage of disk capabilities.

INTEGRATED DATA PROTECTION
To help organizations deploy simplified,
cost-effective disk-based backup, Dell and
Symantec have partnered to develop the
Dell PowerVault DL2000 - Powered by
Symantec Backup Exec. This appliance,
based on the Dell PowerEdge™ 2950
server, the Dell PowerVault MD100O disk
expansion enclosure, the Microsoft®
Windows Server® 2008 OS, and Symantec
Backup Exec 12.5 for Windows Servers,
can provide a variety of key benefits:

= [ntegrated solution: The appliance pro-
vides an integrated disk backup solu-
tion that also supports backing up to
tape. Dell and Symantec have created
and tested the components as part of
a solution designed to be ready for
deployment right out of the box.

= Simplified setup: The appliance comes
factory installed with Symantec Backup
Exec as well as automated wizards that
guide administrators through the pro-
cess of configuring the system name,
login credentials, appliance IP address,
and other items—helping them quickly
get the system up and running.

= Simplified disk management: Integrated
hardware and software management
capabilities provide a simplified way to
manage disk resources alongside
backup and restore operations. Backup
Exec can automatically discover, provi-
sion, manage, and enable disk resources
as targets for backup and restore oper-
ations (see Figure 1).

= Central management console: A single
management console serves as the
launch point for appliance operations.
The console is designed for simplicity,
centralizing key tasks such as backup
and restore functionality, configuration
utilities, and management in a single
location rather than burying them in

DELL.COM/PowerSolutions n3
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sub-folders—which can be especially
important for managing data protec-
tion in remote offices with limited
IT resources.

= Disk usage analysis: The appliance
can use statistical information based
on previous backup performance to
predict disk space needs and help
ensure the necessary space is avail-
able to complete backup operations.
If additional space is needed, the
system can notify administrators in
advance and provide suggestions to
help remedy the situation without
affecting future backups.

= Simplified alerting: Administrators no
longer need separate interfaces to eval-
uate component health—instead, a
single console provides integrated
alerting for backup destinations (see
Figure 2). The system can send alerts
when available disk space reaches each
of three thresholds administrators can
specify for a virtual disk. These alerts
help prevent jobs from failing because
of low disk space on a virtual disk.

COMPREHENSIVE PROTECTION
WITH SYMANTEC BACKUP EXEC
The Dell PowerVault DL2000 - Powered by
Symantec Backup Exec includes Symantec
Backup Exec 12.5 for Windows Servers, the
latest release of Symantec backup technol-
ogy. This software provides comprehensive
disk-to-disk-to-tape backup and recovery
for Microsoft Windows® OS-based physical
and virtual systems, including those running
Windows Server 2008. Patent-pending
Granular Recovery Technology (GRT) and
the continuous data protection provided by
Continuous Protection Server (CPS) can
deliver reliable point-in-time recovery for
critical Microsoft applications and enable
the rapid recovery of individual Microsoft
Microsoft Office
SharePoint® Server 2007 documents, and

Exchange e-mails,

Microsoft Active Directory® user profiles.

Agent for VMware Virtual Infrastructure
Data protection software has typically
treated virtualized environments as physical

n4 DELL POWER SOLUTIONS | November 2008

£ Backup Exec 125 for Windows Servers

& Actve Mlerts | Alen Histoey
Aetive Al - 15 o |
P 20 [T Catogry. Message T Mert Recsived | 0 e Deviehame | Zoverham  Sewer |

) Infamation The dak ping for the Rors... 9! e Srstemn
) Information Servie Start Server Service v .., ™ L2000 Systemn
W) Infamation, General Informa, ., Thisis an alert from the Sterage Prov.., 9/15{Z008 S05:27 PM 2000 Tystem
€} Information, Gemersl Informa,.. Thers b insufficien historical dek usa,.. S/1S/2008 $:09:37 M 42000 Srstem
P Information Servcs Re0 h Servcahad .. 9 LEe Syshan
1 W informatien i HIS{I008 79055 PM [LFes ] System
Configurs it KB Ifoemation) Gerem sl Ieferma, ., Thic i an sbert from the Slevnge Prov.., $/15/7008 T-99-55. 04 L0 Tyubemn
caegones L1 " piing for the Stora. . H/1S2008 75555 M L2000 Siystem
J— Wb Information Service Sart The Backup Exec Server Service was ... HISE000 7-55:54 P 2000 System
{Motflcotion Tasks & B | g iomaton Serveeton  The Backun Evec Server Servce has .. 9/15/2000 750044 #90 w0 Srstem
Condigue omad andd i informatn 1o Summary of o WIS BEDH ooy Systern
i I emmation HIS008 40000 AM  Databuss Mard... BEDE L2000 Sysbom
Coofaus tacpiants Emer Moda Error The et sk o iFire. 02 VRO | oo Mecks
:mmlmnulndon Error M Error " ek olfine. VRO 2 o Meda
b information Lvelpdate Info...  Thanh you for instaling Dada Luec ... $13/2000 9:22:2% AM =% Systenn

€3 Nodoms are cumently pelecied

9 symantee.

Figure 2. Integrated alerting helps administrators easily monitor backup and restore operations

environments, with agents often loaded
onto each virtual machine (VM) and
the LAN.
Although this paradigm was sufficient for

backups performed over

a physical environment, it typically could
not meet backup and recovery objectives
for virtualized systems, often resulting in
performance degradation and missed
backup windows.

For environments based on VMware®
virtualization software, Backup Exec can
now utilize the Agent for VMware Virtual
Infrastructure, which supports data pro-
tection for an unlimited number of VMs
on an individual VMware ESX host. In
addition, Backup Exec is designed to use
numerous VMware technologies to
enhance backup and recovery in virtual-
ized environments. For example, it uses
VMware VirtualCenter to automate dis-
covery and presentation of VMware ESX
servers and VMs as part of the backup
environment. Administrators can also use
VMware Consolidated Backup (VCB) to
help minimize impact on VMs by taking
advantage of the VCB framework to per-
form off-host VM backups—VCB scripting
is no longer required, and an agent need
not be loaded into the virtualized environ-
ment to perform backups. Finally, GRT
enables the recovery of individual files and
folders from VCB image backups.

For environments based on Microsoft
virtualization software, Backup Exec can
now also utilize the Agent for Microsoft
Virtual Server, which supports data pro-
tection for an unlimited number of VMs
on an individual host server. In addition,
the agent supports both Microsoft
Virtual Server and Microsoft Hyper-V"™
technology. GRT enables the recovery
of individual files and folders from full
VM backups.

Granular Recovery Technology
Critical applications can present their own
specific backup and recovery require-
ments. Recovery objectives, for example,
often dictate the ability to restore both a
full application and individual objects
within each application. As a result, orga-
nizations might choose from a variety of
methods for protecting applications—
methods that often consist of backing up
each application with a full database-level
backup and then performing a separate
backup of the individual items in these
databases. Because two or more backups
may be required to meet recovery objec-
tives, this approach can double the
amount of data and time required for
backup operations.

Backup Exec provides GRT for key
Microsoft applications, including Exchange,

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.



Active Directory, SharePoint Server, and
Windows SharePoint Services—providing
administrators with a simplified approach
to quickly recovering granular data from
a single-pass backup:

= Microsoft Exchange: Exchange is not
only a critical application for many
organizations, but can also generate
a huge amount of data that must be
immediately available and protected.
Even a single lost message can reduce
productivity or disrupt operations.
GRT enables the recovery of both
databases and individual items such
as public folders and mailboxes.
Administrators can also recover gran-
ular objects from individual mailboxes
such as specific e-mail messages,
calendar items, folders, attachments,
and notes.

= Microsoft Active Directory: As the
standard foundation for organization
and management in Windows-based
environments of all sizes, Active
Directory also requires comprehen-
sive data protection and quick recov-
ery. GRT enables the recovery of both
databases and individual objects and
attributes without an authoritative or
non-authoritative full restore, and
without requiring a reboot.

= Microsoft Office SharePoint Server:
SharePoint Server is becoming a vital
link for internal communications, and
a lost or corrupted component could
cause a major disruption. GRT enables
the recovery of both databases and
content databases, sites, subsites, lists,
and individual documents.

Continuous Protection Server

CPS is designed to eliminate the need
for full, incremental, or differential back-
ups by protecting data immediately and
then continuously backing it up to disk.
This continuous data protection helps
eliminate backup windows, accelerate
backups, and enhance backup reliability,
and features an innovative Web-based

end-user file retrieval interface. Designed

specifically for disk, it integrates with
Backup Exec for Windows Servers to
deliver a comprehensive disk-to-disk-to-
tape solution, helping increase data pro-
tection, reduce the administrative
complexity associated with traditional
data protection practices, and reduce
the cost of the media used through effi-
cient block-level data protection. End
users can restore their own files without
contacting IT departments, which can
help improve service levels without
increasing the number of IT staff or
administrative costs.

GRT-enabled backups help protect
Exchange at the level of both storage
groups and mailbox stores while providing
granular recovery of individual mailboxes,
messages, and private and public folders
from a single-pass backup. Many organiza-
tions run these traditional full or incremen-
tal backups of Exchange databases nightly
using Backup Exec. However, as Exchange
has become increasingly important to
many organizations, the need for frequent
Exchange data recovery beyond daily
backups has also increased. The Backup
Exec Continuous Protection of Exchange
feature uses the same GRT-enabled tech-
nology for full database or granular recov-
ery, but extends it by supporting frequent
backups to help ensure quick recovery of
recent data. Administrators can use the
Backup Exec console to create GRT-
enabled recovery points for Exchange at
specified intervals to help meet their
requirements.

Using this approach to continuous
protection, administrators would typically
perform a full backup each week or each
month. Backup Exec can then provide
continuous data protection for Exchange
transaction logs, automatically consolidat-
ing them into easily managed recovery
points to help ensure that the Exchange
databases are protected up to the latest
complete transaction log. When adminis-
trators enable recovery points to run at
intervals between the weekly or monthly
full backups, they can restore individual
mailboxes, messages, and folders of
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Exchange components, including embed-

ded objects and attributes, to a time when
the recovery point was created. This
approach helps ensure that Exchange
database and transaction logs are pro-
tected and can be recovered quickly in a
disaster recovery situation, helping pro-
vide comprehensive protection for the
Exchange environment.

SIMPLIFIED DATA PROTECTION
FROM DELL AND SYMANTEC

The Dell PowerVault DL2000 - Powered by
Symantec Backup Exec is designed to meet
the backup and recovery needs of organiza-
tions of all sizes, including those running
Microsoft applications and operating sys-
tems, Oracle® databases, Linux® and UNIX®
operating systems, and VMware virtualiza-
tion software. Integrating high-performance
disk-based technology from Dell and
market-leading backup and recovery soft-
ware from Symantec, this appliance can
help organizations deploy simplified, cost-
effective data protection to help acceler-
ate backup and recovery, enhance media
reliability, lower total cost of ownership,
and minimize the need for IT staff inter-
vention and management.d)

Sanjeet Singh is a senior global product
marketing manager in the Dell Enterprise

Storage Group.

Charles Butler is a technical director in the

Data Protection Group at Symantec.
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By Dhiraj Sehgal

INTRODUCING BROADCOM
ISCSI OFFLOAD
ENGINE TECHNOLOGY
FOR DELL SERVERS

Internet SCSI (iSCS)) is rapidly becoming a convergent

data center technology for disparate types of network-
ing. The Broadcom® iSCSI Offload Engine technology
available in 9th- and 10th-generation Dell” PowerEdge™
servers can free server resources to help increase perfor-
mance and throughput, enabling organizations to maxi-
mize the benefits of iISCSI in their environments.

ncreasing storage and networking demands have

made Internet SCSI (iSCSI) technology a key

component of enterprise IT infrastructures. Built
on the familiar TCP/IP protocol, iISCSI helps increase
storage flexibility by allowing access to content on a
server through an Ethernet fabric. As a result, servers
can either converge data applications and storage on
the same network to help lower total cost of owner-
ship, or dedicate one network for data applications
and another for storage. In addition, by enabling an
OS to be initialized across a storage area network and
accessed over an IP network, multiple client systems
can access the same available storage space over the
network while allowing individual clients to access a
different storage space over the same network.!

By enabling organizations to use the same stan-
dard Ethernet equipment for multiple purposes—
including high-speed networking, storage, clustering,
and remote management—iSCSI can help lower
power consumption, enhance performance, localize
patch management, and conserve data center space.
However, a standard server equipped with Layer 2
Ethernet controllers cannot efficiently run network,
storage, and cluster traffic simultaneously over

Ethernet at the full line rate without consuming a
significant amount of processing power. This heavy
network traffic can then consume vital system
resources required to process critical applications.

Broadcom converged network interface controllers
(C-NICs) with iSCSI Offload Engine (iISOE) technology,
available in 9th- and 10th-generation Dell PowerEdge
servers, are designed to overcome this drawback. By
handling traffic from disparate network functions in a
unified Ethernet fabric and offloading iSCSI processing
from host processors to LAN on Motherboards (LOMs),
network interface cards (NICs), or host bus adapters
(HBASs), these controllers can help increase both per-
formance and throughput while helping optimize
server processor utilization.

INTRODUCING BROADCOM iSOE TECHNOLOGY
Broadcom BCM5708C, BCM5708S, BCM5709C, and
BCM5709S C-NICs with iISOE technology are featured
in Dell PowerEdge server models 840, 860, 900,
1950, 2900, 2950, 2970, 6950, R200, R300, R805,
R900, R905, SC1435, T105, T300, and T605. By
offloading iSCSI protocol processing overhead from
host processors to a BCM5708 or BCM5709 C-NIC,

"For more information on the iSCSI protocol, visit www.rfc-archive.org/getrfc.php?rfc=3720. For more information on the advantages of iSCSI, see the three-part series “iSCSI: Changing
the Economics of Storage”: “Part 1—Understanding iSCSI in Enterprise Environments,” by Travis Vigil, in Dell Power Solutions, May 2007, DELL.COM/Downloads/Global/Power/ps2q07-
20070335-Vigil.pdf; “Part 2—Deploying iSCSI in Virtualized Data Centers,” by Matt Baker and Travis Vigil, in Dell Power Solutions, August 2007, DELL.COM/Downloads/Global/Power/
ps3q07-20070401-Baker.pdf; and “Part 3—Using iSCSI in Small and Medium Businesses,” by Travis Vigil, in Dell Power Solutions, November 2007, DELL.COM/Downloads/Global/Power/

ps4q07-20070402-Vigil.pdf.
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LOMs and NICs with iSOE technology can
help free processor cores and memory

resources to help increase |/Os per second
(IOPS) and reduce processor utilization at
line rate for various 1/0 sizes. This offload-
ing helps increase performance for file-
oriented storage, block-oriented storage,
backups, database transactions, and
tightly coupled distributed applications
such as high-performance computing.

The minimum system requirements for
iSOE functionality are as follows:

= Broadcom BCM5708 or BCM5709
add-in iISCSI HBA or integrated LOM

= Microsoft® Windows Server® 2003,
Microsoft Windows Server 2008,
Red Hat® Enterprise Linux® 5, or Novell®
SUSE® Linux Enterprise Server 10 OS,
which can be factory-installed on sup-
ported Dell PowerEdge servers for an
iSOE-enabled LOM or installed as part
of an add-in iISCSI HBA kit

= |SOE hardware license key installed on
LOMs before server boot (this license
key is built into select add-in NICs and
is an optional feature on Dell PowerEdge
servers equipped with Broadcom
BCM5708C-, BCM5708S-, BCM5709C-,
and BCM5709S-based LOMs)

= Activation of embedded iSOE feature
set (a Broadcom LOM is integrated into
the base Dell PowerEdge server con-
figuration at no additional cost, but
organizations must elect to activate
iSOE as a purchase option at the point
of sale; licenses are not optional on all
Broadcom controller-based NICs, but
certain Broadcom controller-based
NICs contain the license)

= Broadcom NetXtreme® Il drivers for
specific operating systems (prein-
stalled or provided for installation)

NICs operate in non-iSOE mode if any
of the preceding components are missing
or if the system is running an unsupported
OS. After organizations have activated
iSOE as purchase option, no additional

1 Performance

- Processor utilization
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Figure 1. Performance and processor utilization with and without Broadcom iSOE technology

work is typically required to enable the
hardware feature and the iSCSI software
components; for iISOE-capable NICs, no
additional hardware key is required.

Organizations that want to use iSOE
functionality in their LOMs can purchase
iISOE keys as an upgrade to the initial
basic configuration. To enable iSOE, they
must install the appropriate iISOE key in
the TCP/IP Offload Engine (TOE) key con-
nector on the server system board and
update the LOM firmware and drivers to
the latest versions.?

EVALUATING iSOE PERFORMANCE
AND THROUGHPUT

Increased performance for key metrics—
such as IOPS and processor utilization—was
a key focus during iISOE development. The
result is that for applications with small I/O
sizes, such as Web servers and file database
servers, Broadcom iSOE technology can
provide higher bandwidth and lower proces-
sor utilization than a software solution such
as the Microsoft iSCSI Software Initiator. For
applications with 1/O sizes greater than or
equal to 4 KB, such as remote storage data
backup, iISOE can provide tremendously
increased bandwidth and correspondingly
reduced processor utilization. In addition,
iISOE technology is designed to address
both 1I/O reads and writes, enhancing

performance for both types of operations
as well as freeing processor cycles for other
critical applications such as databases,
media streaming, and file sharing.

To demonstrate the performance
advantages of Broadcom C-NICs with
in October 2007
Broadcom engineers configured two Dell

iSOE technology,

PowerEdge 2950 servers with dual-core
Intel® Xeon® 5160 processors at 2.66 GHz,
8 GB of double data rate 2 (DDR2) RAM
at 2.66 GHz, a frontside bus at 1,066 MHz,
and Microsoft Windows Server 2003 with
Service Pack 1. Each server had two on-
board Broadcom BCM5708C C-NICs, with
two software-based iSCSI targets con-
nected through switches to each server;
one server had iSOE enabled on the
C-NICs, while the other had iSOE disabled
and used the Microsoft iSCSI Software
Initiator. The benchmark used in the tests
included the Softpedia lometer 2006.07.27
network performance analyzer (1 worker
per target and 32 outstanding 1/Os).

Figure 1 shows the performance
results for iSCSI read operations using a
512-byte 1/O size along with processor
utilization. In these tests, the server with
iISOE technology handled 50.2 percent
more |IOPS than the server without iSOE
technology, at comparable levels of pro-
cessor utilization.

?Dell uses four part numbers for iSOE keys: YR232 for single-port TOE and iSOE technology, WY733 for dual-port TOE and iSOE technology, CR774 for quad-port TOE and iSOE technology in Dell PowerEdge R805 and PowerEdge R305
servers, and C402D for quad-port TOE and iSOE technology in other supported PowerEdge servers. For more information on installing iSOE software components, refer to the user's guide included with the network driver package.

Reprinted from Dell Power Solutions, November 2008. Copyright © 2008 Dell Inc. All rights reserved.
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Figures 2 and 3 show the throughput
results for sequential iISCSI read and write
operations, respectively, along with pro-
cessor utilization. For sequential read
operations, the iSOE-enabled server pro-
vided up to 28 percent higher throughput

and up to 85 percent lower processor

utilization than the iISOE-disabled server
iSCSI
Initiator; at large 1/O sizes, in fact, the

using the Microsoft Software
iSOE-enabled server had a processor uti-
lization of less than 10 percent. For
sequential write operations, the iSOE-
enabled server provided up to 38 percent

[T Throughput without iSOE -l Processor utilization without iSOE
I Throughput with iISOE -l Processor utilization with iSOE
250 90
.\-\-\ 80
200 =
-0 S
o e
[*]
2 .\.\ 60 2’-—_
~
@ 150 s
= L5 S
:— ©
S N
2 =
= 40 B
2 100 ;
o
£ -0 2
i g
50 — -0 £
10
0 | | | | | 0
512 bytes 1KB 2KB 4KB 8 KB 16 KB 32KB 64 KB
1/0 size

Figure 2. Throughput and processor utilization for sequential ISCSI read operations with and without Broadcom

iSOE technology
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Figure 3. Throughput and processor utilization for sequential iSCSI write operations with and without Broadcom

iSOE technology
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higher throughput with up to 85 percent
lower processor utilization than the iISOE-
disabled server using the Microsoft iSCSI
Software Initiator, with the iISOE-enabled
server again having processor utilization
of less than 10 percent at large 1/O sizes.

These results demonstrate the perfor-
mance and throughput increases possible
when using Broadcom C-NICs with iISOE
technology compared with a software-
based iSCSI solution such as the Microsoft
iSCSI Software Initiator. Organizations
should keep in mind that real-world perfor-
mance will vary based on the specific con-

figuration running in a given environment.

OPTIMIZING iSCSI ENVIRONMENTS
iSCSI technology can offer significant ben-
efits in enterprise IT environments, includ-
ing reduced power consumption, increased
performance, and reduced total cost of
ownership. Broadcom C-NICs with iSOE
technology are designed to enhance these
benefits even further, enabling organiza-
tions to unify disparate network functions
over Ethernet while increasing perfor-
mance compared with software-based
iSCSI initiators, minimizing the burden on
host processors, and enabling the efficient
use of enterprise resources.®

Dhiraj Sehgal is a senior product line man-
ager for Ethernet controllers at Broadcom.
Dhiraj has an M.S.E.E. from North Carolina
State University, Raleigh.
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Broadcom controllers:

www.broadcom.com/products/
Enterprise-Networking/
Gigabit-Ethernet-Controllers

Dell PowerEdge servers:
DELL.COM/PowerEdge
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No one knows Dell™ parts better than Dell,
which is why the “Parts for Dell” Website
removes any guesswork from finding
compatible parts and upgrades for

your system.

SIMPLIFY PARTS AND UPGRADES AT
DELL.COM/Upgrades OR CONTACT YOUR
DELL REPRESENTATIVE AT 1-800-357-3355




SPECIAL SECTION: PARALLEL APPLICATION DEVELOPMENT SOLUTIONS

Products
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Scaling Software Architectures for the Future of
Multi-Core Computing By Matt Gillespie

products for success.

As the number of execution cores in multi-core processors continues to increase,
software that isn't properly threaded will suffer performance penalties and become less
competitive in the marketplace. Software publishers need to act now to position their

In February 2007, Intel demonstrated

an 80-core processor. While a proof of
concept, this chip demonstrated that
massive parallelism opens the door to
application possibilities that are only hinted
at today. As more multi-core products are
brought to market, software publishers will
need to thread their applications to leverage
the hardware's capabilities.

On a dual-core system, for example,
unthreaded software can lead to
significantly reduced utilization—with
utilization decreasing even further for quad-
core or eight-core systems. Similarly, as
the number of processor cores increases,
performance penalties associated with
improper threading also tend to increase
geometrically.

The key to accommodating multi-threading
is to achieve a balance between nearterm
time-to-market and cost requirements on
one hand, and long-term strategy on the
other. For that reason, formally identifying
and prioritizing highly threaded application
designs both as a near-term and a long-term
goal is an important step.

Characterize the Threading
Process in Sophisticated but
Simple Terms

In simple terms, software multi-threading
is breaking down larger tasks addressed
by a software application into subtasks
that can be processed separately. Each

of these tasks can then be assigned to a
separate core. Since multiple subtasks are
performed simultaneously, the overall result
can be achieved faster, which is the main
benefit of multi-threading.

Applying the correct threading methodology
is critical, both in terms of dividing the task
into the right subtasks and coordinating
the threads that perform work on those
subtasks. Considering the first of these

issues—dividing the task into the right
subtasks—it helps to be familiar with two
general ways of breaking tasks into smaller
pieces: data decomposition and functional
decomposition.

Data decomposition is based on the idea
that performing the same work over and
over on different pieces of data can be
subdivided by giving pieces of the overall
data set to separate threads for parallel
execution.

Functional decomposition means
identifying each of the discrete things
that a piece of software needs to do at
any given time, and assigning a thread
to each of them. Workload balancing
can be somewhat more complex in
functional-decomposition problems than
in data-decomposition ones, since it can
be difficult to gauge how much work is
required for each subtask.

Characterize the Difficulty
of Parallelizing Specific
Workloads

Another way of characterizing the
threadability of workloads is by the amount
of developer effort involved in creating the
threaded version. Workloads fit into one of
three broadly defined categories:

e Easily threaded workloads: This
category is sometimes referred to as
“embarrassingly parallel.”

e Moderately difficult-to-thread workloads:
This category includes some database
applications, data mining, synthesizing,
and text and voice processing.

e Very difficult-to-thread workloads: This
category includes workloads that are
very difficult to parallelize, due to linear
arrangements where the input data of
one subtask is generally dependent upon
the output data from another.

Correlating the difficulty of threading tasks
with the commercial value of doing so
makes it possible to create a framework
for identifying parallelization priorities.

Architect Software with Future
Hardware Innovation in Mind

Application logic should be built to take
advantage of the number of cores available
to it. Such flexibility will be increasingly
important as processor architectures
become larger and more complex. The
80-core chip mentioned above uses a “tile”
design that allows replication of many
sets of identical structures on the silicon,
potentially leading to the development of
chips with an open-ended number of cores.
Another promising innovation includes
technologies that allow software to turn
cores on and off as needed to save power.
Robust and flexible software design can
accommodate these trends, enabling
today’s software to run efficiently on
tomorrow's hardware.

Additional Resources

Intel® Multi-Core Developer Community
includes a wide range of developer
resources for creating software that takes
advantage of multi-core processing.

Intel® Multi-Core Technology and Research
Portal provides access to a variety of
resources about current multi-core
technology at Intel.

Intel® Software Development Products
help to simplify the development of
high-quality parallel software with tools
that integrate with popular development
environments.

Buy Intel Software Products at:
www.dell.com/intelsoftware

Learn more at:
www.intel.com/software/products

Intel, the Intel logo, Intel Leap ahead and Intel Leap ahead logo, Pentium, Intel Core, and Itanium are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States and other countries
*Other names and brands may be claimed as the property of others. Copyright ©2008, Intel Corporation. All rights reserved.
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VIRTUALIZATION

Dell can help make your transition to a Dell” and Microsoft® virtual
infrastructure smooth and efficient, helping to accelerate your

deployment and empower your staff.

RAPID CONSULTING ENGAGEMENTS BASED ON EXPERTISE GAINED
FROM THOUSANDS OF HOURS INVESTED IN IMPLEMENTATIONS

VALIDATED, REPEATABLE MIGRATION PROCESS TO
DEPLOY POWERFUL SOLUTIONS

SAMPLE REFERENCE CONFIGURATIONS TO ACCELERATE
SOLUTION IMPLEMENTATION

SIMPLIFY YOUR OPERATIONS AT
DELL.COM/Hyper-V

ﬂ' Windows Server 2008
Hyper-V*




Enterprise
Inux Support

From $119

Per server/per year*

Unbreakable Linux

ORACLE

oracle.com/goto/linux
or call 1.800.0RACLE.1

*Terms, conditions and restrictions apply. $119 price solely includes access to Linux binaries and updates.
24x7 global support starts at $499 per year/per server.
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