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Deploying and Managing SQL Server 
2005 Across the Scalable Enterprise
By Tim Abels

The first in a series presenting prescriptive
architectures and operational techniques designed to realize the
scalable enterprise tenets of simplified operations, improved utiliza-
tion, and cost-effective scaling, this article examines best practices
for deploying and managing Microsoft SQL Server 2005 applications.
Guidelines for integration with Dell management tools and Microsoft 
Operations Manager (MOM) are accompanied by practical advice for 
efficient cluster and storage management.
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with the Dell OpenManage Server 
Update Utility
By Steve Fagan and J. Marcos Palacios, Ph.D.

The Dell OpenManage Server Update Utility is designed to identify,
view, and automatically apply BIOS, driver, and firmware updates—
helping to streamline the change-management process.

DRAC/MC User Management 
and Security Configuration
By Anusha Ragunathan and Sanjeev S. Singh

The Dell Remote Access Controller/Modular 
Chassis (DRAC/MC) is a critical infrastructure component for
authenticating and authorizing user access to the Dell Modular 
Server Enclosure, the chassis that houses Dell blade servers.

Automated BIOS Management Using the 
Dell OpenManage Deployment Toolkit
By Zain Kazim, Alan Daughetee,
and Bala Beddhannan

BIOS management can be a time-consuming and cumbersome task for 
enterprise IT administrators. The Dell OpenManage Deployment Toolkit 
enhances operational efficiency by enabling automated and scripted BIOS 
management for Dell PowerEdge servers—helping administrators per-
form BIOS and configuration updates simultaneously on multiple systems.

Unattended Installation of Dell 
OpenManage Server Administrator 
Using the Microsoft Windows 
Installer Command-Line Interface

By Alex Akinnuoye and Bernard Briggs

Dell OpenManage Server Administrator (OMSA) uses Microsoft 
Windows Installer (MSI) technology to perform installations, 
upgrades, modifications, and uninstallations on Windows platforms. 
Using MSI engine parameters, administrators can set up and custom-
ize OMSA through the OMSA–MSI command-line interface.

Optimizing Console Redirection 
for Dell PowerEdge Servers Using 
HyperTerminal and Telnet Clients
By Paul Hoke

Dell PowerEdge servers allow administrators to remotely control
and configure key settings using a variety of interfaces. This article
describes procedures to configure and operate HyperTerminal and
Telnet clients to optimize console redirection features.
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Twice a year, the TOP500 Supercomputer Sites list of 

the 500 most powerful computer systems is com-

piled. From June 2000 to June 2005, the percentage of 

clusters in this list grew from 2.2 to 60.8 percent. In the

same time period, the typical size of these clusters grew

from a few hundred processors to thousands of proces-

sors. Today, the largest Intel® processor–based cluster on

the list consists of more than 10,000 processors. These

deployments indicate that the challenges for implement-

ing HPC clusters no longer relate to feasibility and accep-

tance but rather to the scale of the clustered system.

All typical server configuration, management, 

and maintenance activities are magnified in the HPC 

environment. In clusters, any manual administrative 

interaction for these activities can be prohibitive in 

terms of time and effort. As clusters continue to grow, 

connecting a keyboard, monitor, and mouse to each 

node in the cluster—even for a small configuration 

step—is not an option. 

Three key components affect the management of 

Dell-based clusters: the baseboard management control-

ler (BMC), the Intelligent Platform Management Inter-

face (IPMI), and the Dell OpenManage software suite. 

Platform Rocks, which is based on National Partnership

for Advanced Computational Infrastructure (NPACI)

Rocks developed by the San Diego Supercomputer

Center (SDSC), is a comprehensive cluster management

toolkit that is designed to simplify the deployment and

management of large-scale Linux® OS–based clusters.

Developed by Platform Computing Inc., Platform Rocks

can be used along with Dell OpenManage to configure

cluster nodes for remote management via IPMI and

console redirection. 

Dell PowerEdge™ servers are equipped with software

and hardware that allow for easy manageability. Each

eighth-generation Dell PowerEdge server has a BMC, 

which is an on-board microcontroller that complies with 

IPMI 1.5. It allows administrators to monitor components

and environmental conditions such as fans, temperature,

and voltage inside the system chassis and enables access 

to the platform even when a server is powered down

or the OS is hung.8

Dell servers also include the Dell OpenMan-

age software suite. This suite of tools is designed to

help simplify the management of server and storage

hardware. One tool in this suite, Dell OpenManage

Server Administrator (OMSA), allows administrators to

monitor the health of a system, access asset and inventory

BY ANUSHA RAGUNATHAN AND SANJEEV S. SINGH

DRAC/MC User Management 
and Security Configuration

The Dell Remote Access Controller/Modular Chassis (DRAC/MC) is a critical infrastruc-

ture component for authenticating and authorizing user access to the Dell Modular 

Server Enclosure, the chassis that houses Dell blade servers. 
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information, analyze logs, update firmware and BIOS, and diagnose 

problems. OMSA also provides a Linux-based command-line inter-

face (CLI) utility, omconfig, which allows configuration of the BMC 

and the BIOS of the server. This utility can be used to configure 

cluster nodes for remote management. By configuring each node’s 

BMC and BIOS appropriately, administrators can set up the nodes 

for IPMI traffic and console redirection. In addition, the Platform 

Rocks cluster deployment package can use omconfig to configure 

the cluster nodes during deployment.

Deploy and maintain HPC clusters
NPACI Rocks is an open source, Linux-based software stack for

building and maintaining Beowulf clusters.9 It is designed to make

clusters easy to deploy, manage, maintain, and scale, and it is

built on standard and open source components. Platform Rocks

is a comprehensive cluster solutions package that is based on

NPACI Rocks and includes drivers for Dell hardware and Red Hat®

Enterprise Linux in addition to other features.

The Rocks software stack provides a mechanism to produce a 

customized distribution for a cluster node. This distribution defines 

the complete set of software and configuration for a particular node. 

A cluster may require several node types, including compute nodes, 

I/O nodes, and monitoring nodes. Within a distribution, node types 

are defined with a system-specific Red Hat kickstart file, made from 

a Rocks kickstart graph. A Red Hat kickstart file is a text-based 

description of the software packages and software configuration to 

be deployed on a node. The Rocks kickstart graph is an XML-based 

tree structure used to define Red Hat kickstart files.10

To alter default node types, administrators can extend or replace 

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml 

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations

to the standard Rocks node definition. Another method is to add a

new type of node to the kickstart graph and to set up edges from

predefined node types to this new node based on the customization

required. This second method is used in Platform Rocks 4.0.0-1.1

and Platform Rocks 3.3.0-1.2, which include a new node called

“dell-bmcbios-setup.” The XML file for this node encapsulates the

BMC and BIOS configuration to enable IPMI traffic and to set up

console redirection. Following instructions in the Dell readme file

distributed with Platform Rocks, administrators can connect this

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all

appliance types to inherit properties of dell-bmcbios-setup.xml.

Automating BMC and BIOS configuration
 The ability to extend a compute node definition can also be used

 to include Dell OpenManage RPM packages. Administrators can

then use the tools provided by Dell OpenManage to configure the

 BMC and BIOS of the cluster node during the post-installation

 phase. A single installation and a single reboot can help ensure

that the cluster nodes are installed with the OS as well as con-

figured for IPMI traffic and console redirection. 

Platform Rocks 4.0.0-1.1 and Platform Rocks 3.3.0-1.2 already

include this configuration feature using a predefined dell-bmc-

bios-setup.xml file. Administrators should follow the readme file

instructions included with Platform Rocks to enable this feature for

a cluster. The following steps describe an alternative method for

configuring the BMC and BIOS using Platform Rocks 3.3.0.x:

The cluster is now ready to be installed following the regu-

lar Rocks cluster installation steps. Once the compute nodes are

installed, they will boot up with the BMC configured, the BIOS

configured for console redirection, and the OS-level files modified

to allow OS-level console redirection.

To alter default node types, administrators can extend or replace

default nodes—for example, the “compute” default node could be

extended or replaced by creating corresponding extend-compute.xml

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations

to the standard Rocks node definition. Another method is to add a

new type of node to the kickstart graph and to set up edges from

predefined node types to this new node based on the customization

required. This second method is used in Platform Rocks 4.0.0-1.1Figure 1. Pallas Ping-Pong latency test results for small message sizes
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High-performance computing (HPC) clusters, also

known as Beowulf clusters, combine cost-effective, 

standards-based symmetric multiprocessing (SMP) sys-

tems together with high-speed interconnects to achieve 

the raw computing power of traditional supercomputers. 

Twice a year, the TOP500 Supercomputer Sites list of the 

500 most powerful computer systems is compiled. From 

June 2000 to June 2005, the percentage of clusters in this 

list grew from 2.2 to 60.8 percent. In the same time period, 

the typical size of these clusters grew from a few hundred 

processors to thousands of processors. Today, the largest 

Intel® processor–based cluster on the list consists of more 

than 10,000 processors. These deployments indicate that 

the challenges for implementing HPC clusters no longer 

relate to feasibility and acceptance but rather to the scale 

of the clustered system.

All typical server configuration, management, 

and maintenance activities are magnified in the HPC 

environment. In clusters, any manual administrative 

interaction for these activities can be prohibitive in

terms of time and effort. As clusters continue to grow,

connecting a keyboard, monitor, and mouse to each 

node in the cluster—even for a small configuration

step—is not an option. 

Three key components affect the management of 

Dell-based clusters: the baseboard management control-

ler (BMC), the Intelligent Platform Management Inter-

face (IPMI), and the Dell OpenManage software suite.

Platform Rocks, which is based on National Partnership

for Advanced Computational Infrastructure (NPACI)

Rocks developed by the San Diego Supercomputer

Center (SDSC), is a comprehensive cluster management

toolkit that is designed to simplify the deployment and

management of large-scale Linux® OS–based clusters.

Developed by Platform Computing Inc., Platform Rocks

can be used along with Dell OpenManage to configure

cluster nodes for remote management via IPMI and

console redirection. 

BY TIM ABELS

Deploying and Managing 
SQL Server 2005 Across the Scalable Enterprise

The first in a series presenting prescriptive architectures and operational techniques 

designed to realize the scalable enterprise tenets of simplified operations, improved 

utilization, and cost-effective scaling, this article examines best practices for deploying 

and managing Microsoft SQL Server 2005 applications. Guidelines for integration with 

Dell management tools and Microsoft Operations Manager (MOM) are accompanied 

by practical advice for efficient cluster and storage management. 
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Understanding cluster management
HPC clusters, by definition, comprise several standards-based com-

ponents: servers, switches, interconnects, and storage. The capa-

bility to streamline the management of a large number of parts is 

essential to help ensure efficient, cost-effective cluster operation. 

Dell PowerEdge™ servers are equipped with software and hard-™

ware that allow for easy manageability. Each eighth-generation

Dell PowerEdge server has a BMC, which is an on-board micro-

controller that complies with IPMI 1.5. It allows administrators to

monitor components and environmental conditions such as fans,

temperature, and voltage inside the system chassis and enables

access to the platform even when a server is powered down or

the OS is hung.8

Dell servers also include the Dell OpenManage software suite. 

This suite of tools is designed to help simplify the management of 

server and storage hardware. One tool in this suite, Dell OpenManage 

Server Administrator (OMSA), allows administrators to monitor the 

health of a system, access asset and inventory information, analyze

logs, update firmware and BIOS, and diagnose problems. OMSA 

also provides a Linux-based command-line interface (CLI) utility, 

omconfig, which allows configuration of the BMC and the BIOS of 

the server. This utility can be used to configure cluster nodes for 

remote management. By configuring each node’s BMC and BIOS 

appropriately, administrators can set up the nodes for IPMI traffic 

and console redirection. In addition, the Platform Rocks cluster 

deployment package can use omconfig to configure the cluster 

nodes during deployment.

Using Platform Rocks to deploy and maintain HPC clusters
NPACI Rocks is an open source, Linux-based software stack for

building and maintaining Beowulf clusters.9 It is designed to make

clusters easy to deploy, manage, maintain, and scale, and it is

built on standard and open source components. Platform Rocks

is a comprehensive cluster solutions package that is based on

NPACI Rocks and includes drivers for Dell hardware and Red Hat®

Enterprise Linux in addition to other features.

The Rocks software stack provides a mechanism to produce a 

customized distribution for a cluster node. This distribution defines 

the complete set of software and configuration for a particular node. 

A cluster may require several node types, including compute nodes, 

I/O nodes, and monitoring nodes. Within a distribution, node types 

are defined with a system-specific Red Hat kickstart file, made from 

a Rocks kickstart graph. A Red Hat kickstart file is a text-based 

description of the software packages and software configuration to 

be deployed on a node. The Rocks kickstart graph is an XML-based 

tree structure used to define Red Hat kickstart files.10

Rocks generates kickstart files for compute nodes dynamically 

using the kickstart graph, which consists of the edges and nodes, 

both described in an XML language.11 Each node specifies a service 

and its configuration, while edges between nodes specify member-

ship in a kickstart file. Figure 1 shows a portion of a kickstart graph.

The kickstart file for a compute node type, for example, is generated

from the kickstart graph as follows:

 •  Use the configuration from the compute.xml file present in 

the compute node of the kickstart graph 
 •  Follow all the outgoing edges from the “compute” node (see

the dashed line from “compute” to “compute-base” in Figure 1)
 •  Include all contents of the child node’s XML files (in this 

example, that would be compute-base.xml)
 •  Follow all the outgoing edges of the child node (see the 

dashed lines going out from “compute-base” in Figure 1)

This process repeats itself until the leaf nodes are reached. In

the example scenario shown in Figure 1, the leaf node XML files

would include:

 •  dell-base.xml and dell-compute-enterprise.xml: These 

include Dell-specific driver updates.
 • redhat-ws.xml: This includes all Red Hat Package Manager 

(RPM™) packages in Red Hat Enterprise Linux WS.
 •  32-bit-compute.xml: This includes 32-bit RPM packages for

32-bit applications running on Intel Extended Memory 64 

Technology (EM64T) installations.
 •  topspin-ib-base.xml: This includes Topspin InfiniBand drivers.

Note: This example scenario is based on the kickstart graph

generated by Rocks 3.3.0. In Rocks 4.0 and later, the kickstart gen-

eration differs. 

To alter default node types, administrators can extend or replace

default nodes—for example, the “compute” default node could be

extended or replaced by creating corresponding extend-compute.xml

or replace-compute.xml files, respectively. To extend a default node,

Figure 1. Portion of sample Platform Rocks kickstart graph
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Performance computing clusters, also known as

Beowulf clusters, combine cost-effective, stan-

dards-based symmetric multiprocessing (SMP) systems

together with high-speed interconnects to achieve the

raw computing power of traditional supercomputers.

Twice a year, the TOP500 Supercomputer Sites list of the

500 most powerful computer systems is compiled. From

June 2000 to June 2005, the percentage of clusters in

this list grew from 2.2 to 60.8 percent. In the same time

period, the typical size of these clusters grew from a few

hundred processors to thousands of processors. Today,

the largest Intel® processor–based cluster on the list con-

sists of more than 10,000 processors. These deployments

indicate that the challenges for implementing HPC clus-

ters no longer relate to feasibility and acceptance but

rather to the scale of the clustered system.

All typical server configuration, management, 

and maintenance activities are magnified in the HPC 

environment. In clusters, any manual administrative 

interaction for these activities can be prohibitive in 

terms of time and effort. As clusters continue to grow, 

connecting a keyboard, monitor, and mouse to each 

node in the cluster—even for a small configuration 

step—is not an option. 

Three key components affect the management of 

Dell-based clusters: the baseboard management control-

ler (BMC), the Intelligent Platform Management Inter-

face (IPMI), and the Dell OpenManage software suite.

Platform Rocks, which is based on National Partnership

for Advanced Computational Infrastructure (NPACI)

Rocks developed by the San Diego Supercomputer

Center (SDSC), is a comprehensive cluster management

toolkit that is designed to simplify the deployment and

management of large-scale Linux® OS–based clusters.

Developed by Platform Computing Inc., Platform Rocks

can be used along with Dell OpenManage to configure

cluster nodes for remote management via IPMI and

console redirection. 

Understanding cluster management
HPC clusters, by definition, comprise several standards-

based components: servers, switches, interconnects, and

storage. The capability to streamline the management of a

large number of parts is essential to help ensure efficient,

cost-effective cluster operation.

Dell PowerEdge™ servers are equipped with software

and hardware that allow for easy manageability. Each

eighth-generation Dell PowerEdge server has a BMC, 

BY STEVE FAGAN AND J. MARCOS PALACIOS, PH.D.

End-to-End Change Management
with Dell OpenManage Server Update Utility

The Dell OpenManage Server Update Utility is designed to identify, view, and 

automatically apply BIOS, driver, and firmware updates—helping to streamline the 

change-management process.
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which is an on-board microcontroller that complies with IPMI 1.5.

It allows administrators to monitor components and environmental

conditions such as fans, temperature, and voltage inside the system

chassis and enables access to the platform even when a server is

powered down or the OS is hung.8

Dell servers also include the Dell OpenManage software suite. 

This suite of tools is designed to help simplify the management of 

server and storage hardware. One tool in this suite, Dell OpenManage 

Server Administrator (OMSA), allows administrators to monitor the 

health of a system, access asset and inventory information, analyze

logs, update firmware and BIOS, and diagnose problems. OMSA 

also provides a Linux-based command-line interface (CLI) utility, 

omconfig, which allows configuration of the BMC and the BIOS of 

the server. This utility can be used to configure cluster nodes for 

remote management. By configuring each node’s BMC and BIOS 

appropriately, administrators can set up the nodes for IPMI traffic 

and console redirection. In addition, the Platform Rocks cluster 

deployment package can use omconfig to configure the cluster 

nodes during deployment.

Using Platform Rocks to deploy and maintain HPC clusters
NPACI Rocks is an open source, Linux-based software stack for

building and maintaining Beowulf clusters.9 It is designed to make

clusters easy to deploy, manage, maintain, and scale, and it is

built on standard and open source components. Platform Rocks

is a comprehensive cluster solutions package that is based on

NPACI Rocks and includes drivers for Dell hardware and Red Hat®

Enterprise Linux in addition to other features.

The Rocks software stack provides a mechanism to produce a 

customized distribution for a cluster node. This distribution defines 

the complete set of software and configuration for a particular node. 

A cluster may require several node types, including compute nodes, 

I/O nodes, and monitoring nodes. Within a distribution, node types 

are defined with a system-specific Red Hat kickstart file, made from 

a Rocks kickstart graph. A Red Hat kickstart file is a text-based 

description of the software packages and software configuration to 

be deployed on a node. The Rocks kickstart graph is an XML-based 

tree structure used to define Red Hat kickstart files.10

To alter default node types, administrators can extend or replace 

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml 

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing 

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations 

to the standard Rocks node definition. Another method is to add a 

new type of node to the kickstart graph and to set up edges from

predefined node types to this new node based on the customization

required. This second method is used in Platform Rocks 4.0.0-1.1

and Platform Rocks 3.3.0-1.2, which include a new node called

“dell-bmcbios-setup.” The XML file for this node encapsulates the

BMC and BIOS configuration to enable IPMI traffic and to set up

console redirection. Following instructions in the Dell readme file

distributed with Platform Rocks, administrators can connect this

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all

appliance types to inherit properties of dell-bmcbios-setup.xml.

Automating BMC and BIOS configuration
with Dell OpenManage

 The ability to extend a compute node definition can also be used

 to include Dell OpenManage RPM packages. Administrators can

then use the tools provided by Dell OpenManage to configure the

 BMC and BIOS of the cluster node during the post-installation

 phase. A single installation and a single reboot can help ensure

that the cluster nodes are installed with the OS as well as con-

figured for IPMI traffic and console redirection. 

Platform Rocks 4.0.0-1.1 and Platform Rocks 3.3.0-1.2 already

include this configuration feature using a predefined dell-bmc-

bios-setup.xml file. Administrators should follow the readme file

instructions included with Platform Rocks to enable this feature for

a cluster. The following steps describe an alternative method for

configuring the BMC and BIOS using Platform Rocks 3.3.0.x:

Wise Package Studio is an application life-cycle management 
solution used by deployment and desktop management teams
to prepare applications for the enterprise. Based on a structured 
application management, packaging, and QA process known 
as enterprise software packaging, Wise Package Studio helps 
administrators migrate to MSI-compatible application and patch 
packages while enabling high-quality, reliable deployments that 
support corporate standards. In turn, organizations can benefit
from quick software rollouts, streamlined Windows Installer
migration, and high return on Windows 2000 and Windows XP
investments. The Wise Package Studio product family includes 
Professional Edition, Quality Assurance, Enterprise Manage-
ment Server, and Standard Edition.

Wise Package Studio also offers advanced integration with
Altiris IT life-cycle management products, including Altiris Patch
Management Solution™ software. For more information, visit
www.wise.com or www.altiris.com.

STREAMLINING APPLICATION PACKAGING
WITH WISE PACKAGE STUDIO
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All typical server configuration, management, and 

maintenance activities are magnified in the HPC 

environment. In clusters, any manual administrative inter-

action for these activities can be prohibitive in terms of 

time and effort. As clusters continue to grow, connecting 

a keyboard, monitor, and mouse to each node in the 

cluster—even for a small configuration step.

Three key components affect the management of 

Dell-based clusters: the baseboard management control-

ler (BMC), the Intelligent Platform Management Inter-

face (IPMI), and the Dell OpenManage software suite. 

Platform Rocks, which is based on National Partnership

for Advanced Computational Infrastructure (NPACI) 

Rocks developed by the San Diego Supercomputer 

Center (SDSC), is a comprehensive cluster management 

toolkit that is designed to simplify the deployment and 

management of large-scale Linux® OS–based clusters. 

Developed by Platform Computing Inc., Platform Rocks 

can be used along with Dell OpenManage to configure 

cluster nodes for remote management via IPMI and 

console redirection.

Dell PowerEdge™ servers are equipped with software

and hardware that allow for easy manageability. Each

eighth-generation Dell PowerEdge server has a BMC, 

which is an on-board microcontroller that complies with 

IPMI 1.5. It allows administrators to monitor components

and environmental conditions such as fans, temperature,

and voltage inside the system chassis and enables access 

to the platform even when a server is powered down

or the OS is hung.8

Dell servers also include the Dell OpenManage soft-

ware suite. This suite of tools is designed to help simplify 

the management of server and storage hardware. One

tool in this suite, Dell OpenManage Server Administrator 

(OMSA), allows administrators to monitor the health of a 

system, access asset and inventory information, analyze

logs, update firmware and BIOS, and diagnose problems. 

OMSA also provides a Linux-based command-line inter-

face (CLI) utility, omconfig, which allows configuration

of the BMC and the BIOS of the server. This utility can be 

used to configure cluster nodes for remote management. 

By configuring each node’s BMC and BIOS appropriately, 

administrators can set up the nodes for IPMI traffic and

console redirection. In addition, the Platform Rocks clus-

ter deployment package can use omconfig to configure

the cluster nodes during deployment. 

BY PAUL HOKE

Optimizing Console Redirection for Dell PowerEdge Servers Using

HyperTerminal and Telnet Clients
Dell PowerEdge servers allow administrators to remotely control and configure key 

settings using a variety of interfaces. This article describes procedures to configure and 

operate HyperTerminal and Telnet clients to optimize console redirection features.
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HyperTerminal and Telnet Clients
NPACI Rocks is an open source, Linux-based software stack for

building and maintaining Beowulf clusters.9 It is designed to make

clusters easy to deploy, manage, maintain, and scale, and it is

built on standard and open source components. Platform Rocks

is a comprehensive cluster solutions package that is based on

NPACI Rocks and includes drivers for Dell hardware and Red Hat®

Enterprise Linux in addition to other features.

The Rocks software stack provides a mechanism to produce a 

customized distribution for a cluster node. This distribution defines 

the complete set of software and configuration for a particular node. 

A cluster may require several node types, including compute nodes, 

I/O nodes, and monitoring nodes. Within a distribution, node types 

are defined with a system-specific Red Hat kickstart file, made from

a Rocks kickstart graph. A Red Hat kickstart file is a text-based

description of the software packages and software configuration to 

be deployed on a node. The Rocks kickstart graph is an XML-based 

tree structure used to define Red Hat kickstart files.10

To alter default node types, administrators can extend or replace 

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml 

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing 

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations 

to the standard Rocks node definition. Another method is to add a 

new type of node to the kickstart graph and to set up edges from 

predefined node types to this new node based on the customization 

required. This second method is used in Platform Rocks 4.0.0-1.1 

and Platform Rocks 3.3.0-1.2, which include a new node called 

“dell-bmcbios-setup.” The XML file for this node encapsulates the 

BMC and BIOS configuration to enable IPMI traffic and to set up 

console redirection. Following instructions in the Dell readme file 

distributed with Platform Rocks, administrators can connect this 

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all 

appliance types to inherit properties of dell-bmcbios-setup.xml.

To alter default node types, administrators can extend or replace 

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml 

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing 

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations 

to the standard Rocks node definition. Another method is to add a

new type of node to the kickstart graph and to set up edges from

predefined node types to this new node based on the customization

required. This second method is used in Platform Rocks 4.0.0-1.1

and Platform Rocks 3.3.0-1.2, which include a new node called

“dell-bmcbios-setup.” The XML file for this node encapsulates the

BMC and BIOS configuration to enable IPMI traffic and to set up

console redirection. Following instructions in the Dell readme file

distributed with Platform Rocks, administrators can connect this

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all

appliance types to inherit properties of dell-bmcbios-setup.xml.

HyperTerminal and Telnet Clients
 The ability to extend a compute node definition can also be used

 to include Dell OpenManage RPM packages. Administrators can

then use the tools provided by Dell OpenManage to configure the

 BMC and BIOS of the cluster node during the post-installation

 phase. A single installation and a single reboot can help ensure

that the cluster nodes are installed with the OS as well as con-

figured for IPMI traffic and console redirection. 

Platform Rocks 4.0.0-1.1 and Platform Rocks 3.3.0-1.2 already

include this configuration feature using a predefined dell-bmc-

bios-setup.xml file. Administrators should follow the readme file

instructions included with Platform Rocks to enable this feature for

a cluster. The following steps describe an alternative method for

configuring the BMC and BIOS using Platform Rocks 3.3.0.x:

The cluster is now ready to be installed following the regu-

lar Rocks cluster installation steps. Once the compute nodes are

installed, they will boot up with the BMC configured, the BIOS

configured for console redirection, and the OS-level files modified

to allow OS-level console redirection.

To alter default node types, administrators can extend or replace

default nodes—for example, the “compute” default node could be

extended or replaced by creating corresponding extend-compute.xml

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations

to the standard Rocks node definition. Another method is to add a

new type of node to the kickstart graph and to set up edges from

predefined node types to this new node based on the customization

required. This second method is used in Platform Rocks 4.0.0-1.1

and Platform Rocks 3.3.0-1.2, which include a new node called

“dell-bmcbios-setup.” The XML file for this node encapsulates the

BMC and BIOS configuration to enable IPMI traffic and to set up

console redirection. Following instructions in the Dell readme file
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Server configuration, management, and maintenance 

activities are magnified in the HPC environment. In

clusters, any manual administrative interaction for these

activities can be prohibitive in terms of time and effort. As

clusters continue to grow, connecting a keyboard, moni-

tor, and mouse to each node in the cluster—even for a

small configuration step.

Three key components affect the management of 

Dell-based clusters: the baseboard management con-

troller (BMC), the Intelligent Platform Management

Interface (IPMI), and the Dell OpenManage software

suite. Platform Rocks, which is based on National

Partnership for Advanced Computational Infrastruc-

ture (NPACI) Rocks developed by the San Diego Super-

computer Center (SDSC), is a comprehensive cluster

management toolkit that is designed to simplify the

deployment and management of large-scale Linux®

OS–based clusters.

Dell PowerEdge™ servers are equipped with software 

and hardware that allow for easy manageability. Each

eighth-generation Dell PowerEdge server has a BMC, 

which is an on-board microcontroller that complies with 

IPMI 1.5. It allows administrators to monitor components

and environmental conditions such as fans, temperature,

and voltage inside the system chassis and enables access 

to the platform even when a server is powered down

or the OS is hung.8

Dell servers also include the Dell OpenManage

software suite. This suite of tools is designed to help

simplify the management of server and storage hard-

ware. One tool in this suite, Dell OpenManage Server

Administrator (OMSA), allows administrators to moni-

tor the health of a system, access asset and inventory

information, analyze logs, update firmware and BIOS,

and diagnose problems. OMSA also provides a Linux-

based command-line interface (CLI) utility, omconfig,

which allows configuration of the BMC and the BIOS of 

the server. This utility can be used to configure cluster

nodes for remote management. By configuring each

node’s BMC and BIOS appropriately, administrators can

set up the nodes for IPMI traffic and console redirec-

tion. In addition, the Platform Rocks cluster deploy-

ment package can use omconfig to configure the cluster

nodes during deployment. 

BY PAUL HOKE

Unattended Installation of Dell 
OpenManage Server Administrator
 Using the Microsoft Windows Installer Command-Line Interface

Dell OpenManage Server Administrator (OMSA) uses Microsoft Windows Installer 

(MSI) technology to perform installations, upgrades, modifications, and uninstallations 

on Windows platforms. Using MSI engine parameters, administrators can set up and 

customize OMSA through the OMSA–MSI command-line interface.
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Dell OpenManage Server Administrator
NPACI Rocks is an open source, Linux-based software stack for

building and maintaining Beowulf clusters.9 It is designed to make

clusters easy to deploy, manage, maintain, and scale, and it is

built on standard and open source components. Platform Rocks

is a comprehensive cluster solutions package that is based on 

NPACI Rocks and includes drivers for Dell hardware and Red Hat®

Enterprise Linux in addition to other features.

The Rocks software stack provides a mechanism to produce a

customized distribution for a cluster node. This distribution defines 

the complete set of software and configuration for a particular node.

A cluster may require several node types, including compute nodes,

I/O nodes, and monitoring nodes. Within a distribution, node types

are defined with a system-specific Red Hat kickstart file, made from

a Rocks kickstart graph. A Red Hat kickstart file is a text-based

description of the software packages and software configuration to

be deployed on a node. The Rocks kickstart graph is an XML-based

tree structure used to define Red Hat kickstart files.10

To alter default node types, administrators can extend or replace

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations

to the standard Rocks node definition. Another method is to add a 

new type of node to the kickstart graph and to set up edges from

predefined node types to this new node based on the customization

required. This second method is used in Platform Rocks 4.0.0-1.1

and Platform Rocks 3.3.0-1.2, which include a new node called

“dell-bmcbios-setup.” The XML file for this node encapsulates the

BMC and BIOS configuration to enable IPMI traffic and to set up

console redirection. Following instructions in the Dell readme file

distributed with Platform Rocks, administrators can connect this

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all

appliance types to inherit properties of dell-bmcbios-setup.xml.

To alter default node types, administrators can extend or replace

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations

to the standard Rocks node definition. Another method is to add a 

new type of node to the kickstart graph and to set up edges from 

predefined node types to this new node based on the customization 

required. This second method is used in Platform Rocks 4.0.0-1.1 

and Platform Rocks 3.3.0-1.2, which include a new node called 

“dell-bmcbios-setup.” The XML file for this node encapsulates the 

BMC and BIOS configuration to enable IPMI traffic and to set up 

console redirection. Following instructions in the Dell readme file 

distributed with Platform Rocks, administrators can connect this 

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all 

appliance types to inherit properties of dell-bmcbios-setup.xml.

Microsoft Windows Installer Command-Line Interface
The ability to extend a compute node definition can also be used

to include Dell OpenManage RPM packages. Administrators can

then use the tools provided by Dell OpenManage to configure the

BMC and BIOS of the cluster node during the post-installation

phase. A single installation and a single reboot can help ensure

that the cluster nodes are installed with the OS as well as con-

figured for IPMI traffic and console redirection. 

Platform Rocks 4.0.0-1.1 and Platform Rocks 3.3.0-1.2 already 

include this configuration feature using a predefined dell-bmc-

bios-setup.xml file. Administrators should follow the readme file 

instructions included with Platform Rocks to enable this feature for 

a cluster. The following steps describe an alternative method for 

configuring the BMC and BIOS using Platform Rocks 3.3.0.x:

The cluster is now ready to be installed following the regu-

lar Rocks cluster installation steps. Once the compute nodes are 

installed, they will boot up with the BMC configured, the BIOS 
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Figure 1. Basic architecture of an SAP central instance using Oracle9i RAC databases

SEE IT HERE FIRST!

Check the Dell Power Solutions Web site for our late-s
breaking exclusives, how-to’s, case studies, and tips you
won’t find anywhere else. Want to search for specific
article content? Visit our Related Categories index online
at www.dell.com/powersolutions.

DELL POWER SOLUTIONS November 200512

SYSTEMS MANAGEMENT SYSTEMS MANAGEMENT

www.dell.com/powersolutions DELL POWER SOLUTIONS 13

Configuration, management, and maintenance activities

are magnified in the HPC environment. In clusters,

any manual administrative interaction for these activities

can be prohibitive in terms of time and effort. As clus-

ters continue to grow, connecting a keyboard, monitor,

and mouse to each node in the cluster—even for a small

configuration step. 

Three key components affect the management of 

Dell-based clusters: the baseboard management con-

troller (BMC), the Intelligent Platform Management

Interface (IPMI), and the Dell OpenManage software

suite. Platform Rocks, which is based on National

Partnership for Advanced Computational Infrastruc-

ture (NPACI) Rocks developed by the San Diego Super-

computer Center (SDSC), is a comprehensive cluster

management toolkit that is designed to simplify the

deployment and management of large-scale Linux®

OS–based clusters.

Dell PowerEdge™ servers are equipped with software 

and hardware that allow for easy manageability. Each

eighth-generation Dell PowerEdge server has a BMC, 

which is an on-board microcontroller that complies with 

IPMI 1.5. It allows administrators to monitor components

and environmental conditions such as fans, temperature,

and voltage inside the system chassis and enables access 

to the platform even when a server is powered down

or the OS is hung.8

Dell servers also include the Dell OpenManage

software suite. This suite of tools is designed to help

simplify the management of server and storage hard-

ware. One tool in this suite, Dell OpenManage Server

Administrator (OMSA), allows administrators to moni-

tor the health of a system, access asset and inventory

information, analyze logs, update firmware and BIOS,

and diagnose problems. OMSA also provides a Linux-

based command-line interface (CLI) utility, omconfig,

which allows configuration of the BMC and the BIOS of 

the server. This utility can be used to configure cluster

nodes for remote management. By configuring each

node’s BMC and BIOS appropriately, administrators can

set up the nodes for IPMI traffic and console redirec-

tion. In addition, the Platform Rocks cluster deploy-

ment package can use omconfig to configure the cluster

nodes during deployment. 

 BY ZAIN KAZIM, ALAN DAUGHETEE, AND BALA BEDDHANNAN

Automated BIOS Management
 Using the Dell OpenManage Deployment Toolkit

BIOS management can be a time-consuming and cumbersome task for enterprise 

IT administrators. The Dell OpenManage Deployment Toolkit enhances operational 

efficiency by enabling automated and scripted BIOS management for Dell PowerEdge 

servers—allowing administrators perform BIOS and configuration updates simultane-

ously on multiple systems.
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NPACI Rocks is an open source, Linux-based software stack 

for building and maintaining Beowulf clusters.9 It is designed to

make clusters easy to deploy, manage, maintain, and scale, and it is

built on standard and open source components. Platform Rocks is

a comprehensive cluster solutions package that is based on NPACI

Rocks and includes drivers for Dell hardware and Red Hat® Enter-

prise Linux in addition to other features.

The Rocks software stack provides a mechanism to produce a

customized distribution for a cluster node. This distribution defines 

the complete set of software and configuration for a particular node.

A cluster may require several node types, including compute nodes,

I/O nodes, and monitoring nodes. Within a distribution, node types

are defined with a system-specific Red Hat kickstart file, made from

a Rocks kickstart graph. A Red Hat kickstart file is a text-based

description of the software packages and software configuration to

be deployed on a node. The Rocks kickstart graph is an XML-based

tree structure used to define Red Hat kickstart files.10

Dell OpenManage Server Administrator
To alter default node types, administrators can extend or replace

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml

or replace-compute.xml files, respectively. To extend a default node,

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations

to the standard Rocks node definition. Another method is to add a 

new type of node to the kickstart graph and to set up edges from

predefined node types to this new node based on the customization

required. This second method is used in Platform Rocks 4.0.0-1.1

and Platform Rocks 3.3.0-1.2, which include a new node called

“dell-bmcbios-setup.” The XML file for this node encapsulates the

BMC and BIOS configuration to enable IPMI traffic and to set up

console redirection. Following instructions in the Dell readme file

distributed with Platform Rocks, administrators can connect this 

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all 

appliance types to inherit properties of dell-bmcbios-setup.xml.

To alter default node types, administrators can extend or replace 

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml 

or replace-compute.xml files, respectively. To extend a default node, 

the contents of the default node XML file must be concatenated 

with the contents of its “extend” node XML file. While the kickstart 

file is created for a compute node, the kickstart graph traversal fol-

lows the compute.xml file to the extend-compute.xml file, allowing 

administrators to broaden the compute node definition.

Using an “extend” XML file is one way to add customizations 

to the standard Rocks node definition. Another method is to add a 

new type of node to the kickstart graph and to set up edges from 

predefined node types to this new node based on the customization 

required. This second method is used in Platform Rocks 4.0.0-1.1 

and Platform Rocks 3.3.0-1.2, which include a new node called 

“dell-bmcbios-setup.” The XML file for this node encapsulates the 

BMC and BIOS configuration to enable IPMI traffic and to set up 

console redirection. Following instructions in the Dell readme file 

distributed with Platform Rocks, administrators can connect this 

new node to client.xml (Platform Rocks 4.0.0-1.1), allowing all 

appliance types to inherit properties of dell-bmcbios-setup.xml.

Microsoft Windows Installer Command-Line Interface
The ability to extend a compute node definition can also be used

to include Dell OpenManage RPM packages. Administrators can

then use the tools provided by Dell OpenManage to configure the

BMC and BIOS of the cluster node during the post-installation

phase. A single installation and a single reboot can help ensure

that the cluster nodes are installed with the OS as well as con-

figured for IPMI traffic and console redirection. 

Platform Rocks 4.0.0-1.1 and Platform Rocks 3.3.0-1.2 already 

include this configuration feature using a predefined dell-bmc-

bios-setup.xml file. Administrators should follow the readme file 

instructions included with Platform Rocks to enable this feature for 

a cluster. The following steps describe an alternative method for 

configuring the BMC and BIOS using Platform Rocks 3.3.0.x:

The cluster is now ready to be installed following the regu-

lar Rocks cluster installation steps. Once the compute nodes are 

installed, they will boot up with the BMC configured, the BIOS 

configured for console redirection, and the OS-level files modified 

to allow OS-level console redirection.

To alter default node types, administrators can extend or replace 

default nodes—for example, the “compute” default node could be 

extended or replaced by creating corresponding extend-compute.xml 

or replace-compute.xml files, respectively. To extend a default node, 

the contents of the default node XML file must be concatenated Figure 1. SQL Server 2005 database mirroring and failover clustering features

Availability feature Database mirroring Failover clustering

Automatic failover Yes Yes

Transparent client redirection Yes, auto-redirect Yes, reconnect to same
  IP address

Impact on overall throughput No No

Protection against work loss Yes Yes

Certified hardware required No Yes 

Redundant data provided Yes No
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