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Remote Configuration of Serial 

and Telnet Interfaces to the DRAC 4

By Jon McGary and Carl Kagy

The Dell Remote Access Controller 4 (DRAC 4) provides

a command-line interface designed to enable the configuration and systems

management functions that an administrator would normally perform using the

DRAC 4 Web-based graphical user interface. This article discusses the tools available

to the DRAC 4 through serial and Telnet sessions, which help provide administrators 

with a quick, convenient way to manage remote systems.

Improving Server Security Through 

DRAC 4 User Role-based Permissions

By Jon McGary

The Dell Remote Access Controller 4 provides excellent 

remote access controller (RAC) security by giving administrators the capability to configure 

user permissions. This article focuses on the use of the RAC graphical user interface and

Racadm command-line interface to add and configure RAC users.

Dell and VMware: Partnering to 

Deliver VMware Virtualization Software 

on Dell PowerEdge Servers

By Lara Benson and Simone Shumate

Dell and VMware partnered in Dell development labs to release the latest shipping

version of VMware virtualization software on Dell PowerEdge servers—enabling

enterprises to implement and manage simple, pretested virtual server configurations.

This article highlights Dell and VMware co-development activities including certifica-

tion, qualification, and beta testing that help support VMware products on Dell

servers and Dell/EMC storage.

Managing Dell PowerEdge Servers 

Using IPMItool

By Tim T. Murphy 

Dell promotes industry-standard server management

capabilities through its support for Intelligent Platform Management Interface

(IPMI) 1.5 technology in eighth-generation Dell PowerEdge servers. This article

provides guidance on the preparation and use of an open source tool called

IPMItool with IPMI 1.5–compliant Dell servers running a Linux operating system.
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H
igh-performance computing (HPC) clusters are widely

used for compute-intensive, transaction-intensive,

and I/O-intensive applications. The benefits that enter-

prises can derive from standards-based HPC clusters com-

pared to large symmetric multiprocessing (SMP)–based

supercomputers are well known, including scalability,

ease of technology refresh, reusability of components,

and disaster recovery capabilities.1 However, cluster mean

time between failures (MTBF) is inversely proportional to 

the scale of the cluster, given the low MTBF of aggregated

standards-based components. Thus, cluster management 

can become critical for maintaining the cost-effectiveness 

of large-scale clusters as compared to small clusters. Time-

critical cluster applications can suffer greatly from unex-

pected downtime resulting from component failure or

working-environment failure.

In an ideal situation, component failure would be pre-

vented without using host resources by remotely monitoring 

the hardware health of all cluster components, including 

CPU, bus cycle, and memory. Under such circumstances, 

failing components would be detected and replaced before 

the performance of the cluster was affected. 

The foundation for strong overall systems manage-

ment lies in the hardware-level instrumentation of data 

center platforms—that is, monitoring physical server char-

acteristics such as motherboard and chassis device tem-

perature, CPU and power supply module voltage, fan rpm, 

power supply status, and access to important information 

about hardware inventory. Although most original equip-

ment manufacturers (OEMs) incorporate instrumentation 

for their platforms into the circuit level, many hardware 

management solutions are either proprietary or nonstan-

dardized. Consequently, administrators are often required 

to implement management solutions based on multiple 

standards that are not interoperable in a heterogeneous 

environment. Also, in the past, administration of large-

scale HPC clusters and Web or server farms suffered from 

a lack of standardized hardware-based, out-of-band remote 

BY TIM T. MURPHY

Managing Linux Using IPMItool 
 on Dell PowerEdge Servers with BMC and IPMI 

Dell promotes industry-standard server management capabilities through its support for 

Intelligent Platform Management Interface (IPMI) 1.5 technology in eighth-generation 

Dell PowerEdge servers. This article provides guidance on the preparation and use 

of the open source IPMItool with IPMI 1.5–compliant Dell servers running a Linux 

operating system.

1For more information about HPC clusters compared to large SMP-based supercomputers, visit http://www1.us.dell.com/content/topics/global.aspx/solutions/en/clustering_hpcc?c=

us&cs=555&l=en&s=biz&~tab=2.

management capability. Advanced Power Management (APM) is 

an example of an existing standard that is defined as a subset of 

server management specifications. However, APM does not have 

well-defined interfaces that allow it to provide higher-level man-

agement capability. 

The Intelligent Platform Management Interface (IPMI) speci-

fication can help address the need for a consolidated remote

hardware management standard. IPMI defines common platform 

instrumentation interfaces that can help enable interoperability 

between motherboard/baseboard and chassis, between baseboard 

and server management software, and even between servers. It 

utilizes intelligent hardware that enables administrators to moni-

tor and access platform instrumentation even when a server is

powered down or locked up. This monitoring capability provides 

information that enables systems management, recovery, and asset 

tracking, thereby helping organizations to drive down total cost of 

ownership (TCO).

The IPMI initiative

The IPMI initiative comprises three separate specifications: IPMI,2

the Intelligent Platform Management Bus (IPMB),3 and the Intelligent 

Chassis Management Bus (ICMB).4 The IPMI specification, which is 

the main specification, defines the messages and system interface to 

platform management hardware. The IPMB specification defines an 

internal management bus for extending platform management within 

a chassis (intraplatform management). Finally, the ICMB specifica-

tion defines the external management bus between IPMI-enabled 

systems (interplatform management). Figure 1 illustrates the role of 

IPMB and ICMB connections.

Layered management

One of the key principles of IPMI is to provide a layered manage-

ment framework based on a modular design that provides manage-

ment value at each level of integration. The net value is designed 

to increase as more software, hardware, and firmware levels—from 

processor, chip set, and BIOS down to baseboard, chassis, and so 

forth—are included. The intelligence for management should reside 

at the appropriate level such that each level can retain its integrity 

even if the levels are separated by design. This implies extensibility, 

reuse, and scalability across server product lines. Figure 2 illustrates 

how IPMI fits into the management stack.

IPMI management components

Intelligent platform management refers to the autonomous monitor-

ing and recovery features implemented directly in platform manage-

ment hardware and firmware so that monitoring, logging, recovery, 

and inventory information is available independent of the host’s 

main processors, BIOS, and operating system (OS). The following 

sections describe representative components of the IPMI specifica-

tion that are most relevant to HPC clusters. Figure 3 illustrates the 

overall IPMI architecture.

Baseboard management controller

Many vendors design and manufacture baseboard management

controllers (BMCs), which define a chip on the baseboard that serves as

the centralized processor for hardware-level platform management. Dell

has included an on-board BMC in its eighth-generation servers, including 

the Dell™ PowerEdge™ 1850 and PowerEdge 2850 servers. Motherboard

2For information about the IPMI 2.0 specification, visit ftp://download.intel.com/design/servers/ipmi/IPMIv2_0rev1_0.pdf.

3For information about the IPMB 1.0 specification, visit ftp://download.intel.com/design/servers/ipmi/ipmb1010ltd.pdf.

4For information about the ICMB 1.0 specification, visit ftp://download.intel.com/design/servers/ipmi/ICMB_1013.pdf.

Figure 1. IPMI intraplatform (IPMB) and interplatform (ICMB) connections
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Figure 2. IPMI and layered management stack
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