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Network Link Aggregation Practices 
with the Dell PowerEdge 1855 
Blade Server 
By Bruce Holmes

The networking architecture integrated on the Dell PowerEdge 1855 
blade server enables significant flexibility and resource consolida-
tion. This article describes the relationship between the optional Dell
PowerConnect 5316M Gigabit Ethernet switch when configured for link 
aggregation and the Dell PowerEdge 1855 blade server’s integrated
networking architecture in enterprise networking environments.

Open Source Utilities for Remote 
Monitoring of HPC Clusters
By Yung-Chin Fang, Randy DeRoeck,
Rinku Gupta, and Monica Kashyap

Computing centers continue to scale out in a quest for additional 
processing power, making remote hardware management critical for 
cluster hardware uptime. This article provides examples of how open
source utilities such as IPMItool and Ganglia can be utilized and inte-
grated into large computing infrastructures to monitor and manage 
hardware health conditions.

Enhancing High-Performance 
Computing Clusters with Parallel 
File Systems
 By Amina Saify; Garima Kochhar; 
Jenwei Hsieh, Ph.D.; and Onur Celebioglu

The performance of I/O subsystems within high-performance comput-
ing (HPC) clusters has not kept pace with processing and communica-
tions capabilities. This article discusses the advantages that parallel 
file systems can offer HPC clusters and how these specialized file
systems can help enhance overall scalability of HPC clusters.

Designing High-Performance 
Computing Clusters 
By Yung-Chin Fang; Saeed Iqbal, Ph.D.;
and Amina Saify

HPC clusters have evolved from experimental computing architecture
to mainstream supercomputing architecture. Today, HPC cluster 
architecture integrates multiple state-of-the-art, industry-standard
components to provide aggregated, cost-effective supercomputing
power. This article examines the influence of component selection on 
cluster performance and manageability.
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When building a high-performance computing (HPC) 

cluster, the system architect can choose among three

main categories of file systems: the Network File System

(NFS); storage area network (SAN) file systems, and paral-

lel file systems. NFS is generally considered easy to use,

and most system administrators working with the Linux®x

OS are familiar with it. However, the NFS server can be a

single point of failure and NFS does not scale well across

large clusters. SAN file systems can provide extremely high

data throughput and are usually implemented with Fibre

Channel storage. The main drawback is that a SAN file 

system can be costly, and each node connected to the

SAN must have a Fibre Channel host bus adapter (HBA)

to connect to the Fibre Channel network.

In parallel file systems, a few nodes connected to the 

storage—known as I/O nodes—serve data to the rest of 

the cluster. The main advantages a parallel file system can 

provide include a global name space, scalability, and the 

capability to distribute large files across multiple nodes. In 

a cluster environment, large files are shared across mul-

tiple nodes, making a parallel file system well suited for 

I/O subsystems. Generally, a parallel file system includes 

a metadata server (MDS), which contains information 

about the data on the I/O nodes. Metadata is the infor-

mation about a file—for example, its name, location, and 

owner. Some parallel file systems use a dedicated server 

for the MDS, while other parallel file systems distribute 

the functionality of the MDS across the I/O nodes. This 

article examines three parallel file systems for HPC clus-

ters: Parallel Virtual File System, the Lustre™ file system, ™

and the IBRIX Fusion™ file system. 

Parallel Virtual File System
Jointly developed by the Parallel Architecture Research

Laboratory at Clemson University and the Mathematics and

Computer Science Division at Argonne National Labora-

tory, Parallel Virtual File System (PVFS) is an open source

parallel file system for Linux-based clusters. PVFS is very 

easy to install and compatible with existing binaries. 

The metadata server in PVFS can be a dedicated node 

or one of the I/O nodes or clients. The node serving 

as the MDS runs a daemon called mgr, which manages 

BY AMINA SAIFY; GARIMA KOCHHAR; JENWEI HSIEH, PH. D.; AND ONUR CELEBIOGLU

Enhancing High-Performance Computing Clusters with

 Parallel File Systems
Large-scale scientific computation often requires significant computational power and 

involves large quantities of data. However, the performance of I/O subsystems within 

high-performance computing (HPC) clusters has not kept pace with processing and 

communications capabilities. Inadequate I/O capability can severely degrade overall 

cluster performance, particularly in the case of multi-teraflop clusters. This article 

discusses the advantages that parallel file systems can offer HPC clusters and how 

these specialized file systems can help enhance overall scalability of HPC clusters.

the metadata for the files in the file system. In PVFS, data is dis-

tributed across multiple I/O nodes. The MDS provides informa-

tion about how this data is distributed and maintains the locks on 

the distributed files for shared access. I/O nodes run a daemon 

called iod, which stores and retrieves files on local disks of the 

I/O nodes. PVFS creates files over the underlying file system on 

I/O nodes using traditional read, write, and map commands. RAID 

can be used on I/O nodes to provide data protection.

PVFS offers three interfaces through which PVFS files can be 

accessed: the native PVFS application programming interface (API),

the Linux kernel interface, and the ROMIO interface. The native PVFS

API allows applications to obtain metadata from the MDS. Once

metadata is received, the data transfer occurs directly between the

client and the I/O nodes. The PVFS Linux kernel includes a loadable

module and a daemon called pvfsd, which sends the data request

to the file system on behalf of applications. The pvfsd daemon uses 

functions from the PVFS library (libpvfs) to perform these operations.

The ROMIO interface uses Message Passing Interface (MPI) to access 

PVFS files through the MPI I/O (MPI-IO) interface. 

Lustre
Designed, developed, and maintained by Cluster File Systems, Inc., 

Lustre is an open source parallel file system for Linux clusters. Lustre 

stores file system metadata on a cluster of MDSs and stores file data 

as objects on object storage targets (OSTs), which directly interface 

with object-based disks (OBDs). The MDSs maintain a transactional 

record of high-level file and file system changes. They support all file 

system namespace operations such as file lookups, file creation, and 

file and directory attribute manipulation—directing the actual I/O 

requests to OSTs, which manage storage that is physically located 

on underlying OBDs. The MDS cluster is highly available and does 

not have a single point of failure.

In a Lustre-based cluster, clients contact the MDSs to access 

a file to determine which objects on particular storage controllers 

store which part of the file and to determine the striping pattern. 

After obtaining information about the location of data on the OSTs, 

clients establish direct connections to the OSTs that contain sections 

of the desired file, and then perform logical reads and writes to the 

OSTs. Periodically, the OSTs update the MDSs with new file sizes. 

OSTs are responsible for actual file system I/O and for interfacing 

with the underlying physical storage (the OBDs). 

The interaction between an OST and the actual storage device

occurs through a device driver, which enables Lustre to leverage

existing Linux file systems and storage devices. For example, Lustre 

currently provides OBD device drivers that support Lustre data stor-

age within journaling Linux file systems such as ext3, journaled

file system (JFS), ReiserFS, and XFS. Lustre can also be used with

specialized third-party OSTs like those provided by BlueArc. As part

of handling I/O to the physical storage, OSTs manage locking, which 

allows concurrent access to the objects. File locking is distributed

across the OSTs that constitute the file system, and each OST handles

the locks for the objects that it stores.

Lustre also can work with object-based devices that follow 

the Object-based Storage Devices (OSD, formerly called OBSD) 

specification, as well as with block-based SCSI and IDE devices. 

The OSD specification handles objects or node-level data instead 

of byte-level data. Because most hardware vendors do not support 

OSD, the Lustre distribution comes with Linux device drivers that 

emulate OSD.

IBRIX Fusion
IBRIX Fusion is a commercial parallel file system developed by 

IBRIX, Inc. In traditional parallel computing terms, the architecture 

of IBRIX Fusion can be described as a loosely-coupled approach 

to distributing the metadata of the file system. IBRIX Fusion has 

a segmented architecture that is based on the divide-and-conquer 

principle. The file system is divided into multiple segments that 

are owned by I/O nodes known as segment servers. Each segment 

server maintains the metadata and locking of the files that are stored

in its segments. Figure 1 shows a typical configuration using the 

IBRIX Fusion file system.

An allocation policy determines where—that is, in which 

segment—files and directories are placed, and this placement occurs

dynamically when each file and directory is created. System admin-

istrators set allocation policies in accordance with the anticipated 

access patterns and specific criteria relevant to each installation, 

such as performance or manageability. Individual files can be striped 

across multiple segments to provide high throughput.

Segments can be migrated from one server to another while 

the file system is actively in use to provide load balancing. Addi-

tional storage can be added to the file system without increasing 

the number of servers by creating segments and distributing them 

Figure 1. A typical IBRIX Fusion configuration

IBRIX Fusion parallel file system
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In large computing infrastructures, specifically high-

performance computing (HPC) clusters, administrators

need to remotely monitor hardware health conditions

without compromising host CPU cycles, memory space,

and other in-band management components. In response

to this necessity, the computing industry has designed 

certain frameworks that primarily have focused on out-of-

band (OOB) management concepts. OOB refers to a man-

agement technique that allows administrators to manage

their systems remotely without consuming host resources.

In the past, most tier-one venders have implemented OOB

management frameworks. Over time, as computing centers

have grown with multiple generations of heterogeneous

hardware, interoperability has become a desirable charac-

teristic to reduce administrative overhead. Thus, remotely 

managing a growing and potentially heterogeneous com-

puting facility has become a challenge.

In the past decade, the computer industry has 

designed and implemented multiple specifications for 

hardware health monitoring and management by using 

different management fabrics, processors, and sensors.

These implementations have led to complex interoperability 

issues and high management costs, triggering the develop-

ment of an industry-wide, standardized remote hardware

management specification. The most frequently requested

remote management features include OS-independent 

remote power management (such as remote power cycling 

of a hung node), reduced cost of the remote hardware man-

agement fabric, proactive prevention of failures, and remote

access to motherboard sensor readings. Such requests from 

system administrators have prompted the computer industry 

to define the Intelligent Platform Management Interface

(IPMI) specification.1

Out-of-band management
OOB management techniques enable administrators to 

remotely monitor and manage the health condition of 

one or more platforms when an OS is not present. For 

BY YUNG-CHIN FANG, RANDY DEROECK, RINKU GUPTA, AND MONICA KASHYAP

Open Source Utilities
 for Remote Monitoring of HPC Clusters

Computing centers continue to scale out in a quest for additional processing power, 

making remote hardware management critical for cluster hardware uptime. This article 

provides examples of how open source utilities such as IPMItool and Ganglia can be 

utilized and integrated into large computing infrastructures to monitor and manage 

hardware health conditions. 

1 For more information and technical detail about IPMI, see “Industry Standards for Managing the HPC Cluster Life Cycle” by Yung-Chin Fang and Rizwan Ali in Dell Power Solutions,s  June 2004;

and “Managing and Monitoring High-Performance Computing Clusters with IPMI” by Yung-Chin Fang, Garima Kochhar, and Randy DeRoeck in Dell Power Solutions,s October 2004.

example, in the HPC cluster deployment phase, the OOB remote

power management feature can be used to power up a plat-

form—via the OOB network fabric—with no OS. IPMI architects

have designed the baseboard management controller (BMC) as

an embedded and dedicated management processor, including

a set of management buses and a set of sensors and interfaces

to interact with several existing management specifications and

implementations. To help reduce the complexity of network fab-

rics, the IPMI OOB fabric is Ethernet-based and can share the

embedded network interface card (NIC) port on the motherboard.

On some eighth-generation Dell™ PowerEdge™ servers—including

the PowerEdge 1850, PowerEdge 1855, and PowerEdge SC1425

servers—the BMC can be accessed through NIC 1 in this shared

NIC configuration.

In addition to powering on the node to deploy an OS remotely

in the HPC cluster deployment phase or operational phase, admin-

istrators can use the OOB fabric to access the node sensor or system

data record (SDR) remotely. The SDR contains the on-board sensor

readings and preset thresholds. When a threshold is met, the embed-

ded BMC sends a Platform Event Trap to a centralized manage-

ment console. The management console can then e-mail the system

administrator to take action, or it can launch a predetermined appli-

cation to remedy the issue. In the HPC cluster operational phase,

OOB management is also designed to remotely reboot or power cycle

a hung node, remotely access the system event log (SEL), start a

remote console to a node, and—based on the log—automatically

take action to prevent hardware failure. All the preceding features

are implemented via embedded IPMI firmware. 

IPMItool
IPMItool is an IPMI 1.5–compliant software utility designed to 

manage IPMI-compliant platforms through either a kernel device 

driver for execution on the host or through Ethernet by commu-

nicating with the IPMI firmware on a remote platform. IPMItool 

is BSD license compliant2 and can be downloaded from www.

sourceforge.net/projects/ipmitool.

The IPMItool command-line interface (CLI) provides the follow-

ing capabilities locally and remotely:

 •  Obtain field replaceable unit (FRU) information3

 • Identify (get) or set the local area network (LAN) 

configuration
 •  Obtain sensor readings
 •  Access the SEL
 •  Issue IPMI-based power management commands

The Figure 1 example 

shows IPMItool sensor read-

ing output from one node. 

IPMItool output is thorough 

but not easy to analyze 

when data centers have a 

large number of nodes. Addi-

tionally, most data centers 

have limited administrative 

resources. In this case, an 

automated sensor monitoring 

mechanism is needed. This 

article examines a mechanism that is designed to present periodic 

and large amounts of sensor data in a user-friendly way

Ganglia
Ganglia is an HPC system monitoring tool that grew out of two 

clustering research projects at the University of California, Berkeley: 

The Millennium Project and its predecessor, the Berkeley Network 

of Workstations (NOW) project. The Millennium Project team has 

also worked closely with the National Partnership for Advanced 

Computational Infrastructure (NPACI) Rocks group at the San Diego 

Supercomputer Center (SDSC). In fact, Ganglia was introduced at 

the SuperComputing 2000 conference at the NPACI booth. 

NPACI Rocks is one of the most popular open source cluster 

computing software stacks, and it currently includes Ganglia in its dis-

tribution. Ganglia can be downloaded from ganglia.sourceforge.net.4

It monitors 25 metrics on every node in a cluster, including the number 

of CPUs; CPU speed; and percentages for each CPU state—user,

system, nice, and idle. Ganglia operates on the internal cluster fabric,

also known as the in-band management fabric, which utilizes the

cluster’s communication resources.

Central to the Ganglia monitor is the Ganglia Monitoring

Daemon (gmond), which runs on every node in a cluster. All moni-

tored metrics are sent to a cluster-wide multicast channel to which 

all nodes subscribe. Monitored data is exported in XML format, 

which allows various XML engines to be used or built to display 

the exported data in graphical form. Ganglia uses a fully distributed,

push-based approach to monitoring—that is, any node in the cluster 

can be queried for cluster state information and such information 

is available on every node at all times.

Enhancing Ganglia with gmetric 
By default, Ganglia displays a limited number of metrics. Although 

these metrics are meaningful for monitoring OS activities, Ganglia 

2For more information about BSD licenses, see www.opensource.org/licenses/bsd-license.php.

3Most tier-one venders like Dell have FRU information coded on firmware for major components such as the motherboard.

4For more information about Ganglia, visit ganglia.sourceforge.net/docs.

OOB management techniques 

enable administrators to 

remotely monitor and manage 

the health condition of one 

or more platforms when 

an OS is not present.
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