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Emulex Fibre Channel host bus adapters are well known for their high
performance, reliability and robust interoperability. Additionally, unique
capabilities such as operating system driver compatibility across the entire
product line and firmware upgradeability allow Emulex to deliver on the
promise of storage area networks by simplifying SAN management and
protecting customer investments.*

Emulex, #1 in Fibre Channel HBAs.
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A proven combination, Microsoft®
SQL Server running on Dell™ PowerEdge™
servers can handle billions of records with
impressive performance. More companies
- than ever entrust their biggest jobs to this
powerful enterprise solution—making SQL
Server on Dell hardware a fast-growing
solution for very large databases.

Of course bigger isn’t always better. That’s
why this major processing power is available

&

for a minimal total cost of ownership.

TR 2
“When your IT organization has

To learn more, visit www.microsoft.com/sql
and www.dell.com/sq|l.

terabytes of data to process,

YOU'VE
GOT TO
THINK BIG."

Microsoft and Dell understand this. §Q|_ 2000
Enterprise Edition
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EDITOR’'S COMMENTS

Mastering the

As storage requirements escalate
across the board, decisions about

how to deploy, scale, and—most
importantly—manage storage resources can assume the weight
of strategic business initiatives. To master the enterprise storage
domain, administrators must think out of the box, beyond the
individual storage systems in geographically dispersed data cen-
ters. Taking a modular approach can enable IT organizations to
increase capacity cost-effectively by capitalizing on powerful net-
worked storage arrays and smart storage management software.
The first 2004 issue of Dell Power Solutions delves into the
modular approach to storage management, capacity planning,
and performance tuning. Among the highlights is our cover
story, “Managing Storage Across the Enterprise.” Featured
coverage includes:

+ Optimized storage resource utilization: Learn how to
meet skyrocketing capacity requirements within tight
budget constraints by deploying the appropriate soft-
ware modules in the storage environment.

» Improved data availability and disaster recovery: Use
smart software and point-and-click graphical user inter-
faces (GUIs) to produce multiple copies of critical data
anytime, anywhere—locally or remotely.

» New Dell”/EMC® CX300, CX500, and CX700 storage
arrays: Explore the new modular storage arrays, which
combine the versatility of industry-standard building
blocks with high-level performance, scalability, and
manageability.

+ Storage environment pull-out poster: Scope out the
storage landscape of Dell/EMC arrays, Dell PowerVault™
systems, and other key storage elements in scenarios
such as corporate headquarters, central backup, and
disaster recovery. Plus: a large schematic diagram of the
new Dell/EMC CX500 storage array enclosure flanked
by related storage components.

In addition, this issue presents many informative articles
in the Storage Environment section, including how to leverage

POWER SOLUTIONS

Storage Domain

the Volume Shadow Copy Service in Microsoft® Windows
Server™ 2003 and how to manage Dell PowerVault tape tech-
nology in Linux® environments. Articles in the Scalable Enter-
prise section explore the latest release of VMware® ESX Server™
software, industry-standard clustered database servers, and
Microsoft Exchange scalability. On the topic of networking, learn
more about quality of service (QoS) mechanisms in the latest
generation of Dell PowerConnect™ 6024/6024F Ethernet switches.

Dell Power Solutions has always offered both print
and online versions, but beginning with this issue we
will be publishing online-exclusive content in a new
Magazines Extras section on our Web site—bookmark
http://www.dell.com/magazines_extras for direct access.
From there, you can browse value-added content from
selected articles and download additional copies of the
storage environment pull-out poster—including both standard
20.75 % 30.75-inch size and ISO Al form factor.

Last of all, you will notice a new signature at the end of
this editorial. It is with great expectation and excitement
that I take the reins of Dell Power Solutions and our sister
publication, Dell Insight. After more than six years at Dell in
a variety of capacities, I feel highly privileged to be settling
into this chair. Please help keep us focused on what is most
important to your IT needs by continuing to send your com-

ments our way.

Happy reading!

o

Tom Kolnowski
Editor-in-Chief
tom_kolnowski@dell.com
www.dell.com/powersolutions

March 2004
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implitying Enterprise Storage

anaging storage has become a pressing concern for IT organ-
IVIizations facing exponential data growth with limited budgets
and staff. As enterprise requirements for scalable capacity and
24/7 service intensify, IT managers are exploring ways to provide
high availability for business-critical applications and to protect
valuable data assets throughout the organization.

Dell is committed to helping enterprises implement modu-
lar, scalable storage environments that allow administrators to
add incremental capacity quickly and flexibly to meet chang-
ing business needs. The Dell™ approach leverages industry-
standard building blocks and integrated storage management
software that enables organizations of all sizes to create cost-
effective networked storage environments. Darren Thomas,
vice president and general manager of enterprise storage sys-
tems at Dell Inc., explains how the Dell storage strategy
resonates with customers—as evidenced by the recent Dell
ascension to the No. 4 position in the total disk storage
systems market.!

What does the Dell storage product portfolio look like today?

More organizations than ever are choosing Dell as their storage
supplier. We view this as a positive response to our broad prod-
uct offerings—ranging from our Dell PowerVault™ SCSI enclo-
sures and PowerVault tape systems to our Dell/EMC® fabric
attached storage products and award-winning? PowerVault net-

work attached storage (NAS).

V10C's Worldwide Disk Storage Systems Quarterly Tracker for 0303, December 4, 2003.

storage systems at Dell Inc., discusses the Del

Darren Thomas, vice president and general manager of enterprise

|TM

strategy for build-

Ing a modular, industry-standard storage infrastructure—including
the new Dell/EMC® CX series arrays, which can help organizations
of all sizes consolidate storage resources and shorten recovery times.

How does the Dell and EMC partnership affect product offerings?
The foundation of the Dell/EMC partnership is the shared strength
of the Dell direct model—which delivers built-to-order, standards-
based hardware components at a low cost—and EMC leadership
in the area of storage management software. By combining the
core competencies of each company, we can bring better prod-
ucts to market faster, drive customer-focused product develop-
ment, and avoid duplication of engineering and marketing efforts.

To what do you attribute recent Dell growth in the SAN
storage market?

Networked storage systems are critical to the scalable enterprise.
Last year Dell experienced considerable growth in storage area net-
work (SAN) deployments across a broad range of markets. We
believe this success to be a result of Dell and EMC efforts to make
enterprise-class SAN storage more accessible to all tiers of the
market—providing networked storage for organizations that previ-
ously could not afford it.

In the area of services, Dell offers enterprise customers robust,
customized Gold-level Dell/EMC Premier Enterprise Support
Services—including a single point of contact for 24/7 support,
remote storage system monitoring, and more. Storage planning,
deployment, and training services also are available—including
one of the first skills-based storage networking professional certi-
fication programs—to give administrators hands-on experience in
building and managing SANs.

2 For example, Dell PowerVault 770N and 775N NAS servers received a Reader's Choice Award from Windows & NET Magazine (see “Network Attached Storage” in Windows & NET Magazine, September 15, 2003,
http://www.winnetmag.com/articles/print.cfm?articlelD=40105). In addition, the Dell PowerVault 775N system received an /folord 2003 Readers' Choice Award (2003 Readers' Choice Awards” by Leslie T. O'Neill in
Infollord, July 28, 2003, htp://www.infoworld.com/pdf/special_report/ReaderChoice.pdf) and a Netwark Computing Editor's Choice Award ("FirstClass NAS” by Steven Schuchart Jr. in Metwork Computing, August 21, 2003,

http://www.networkcomputing.com/ 1416/1416f32 html).

8 POWER SOLUTIONS

March 2004



What strengths do the new Dell/EMC storage arrays offer?
The next-generation Dell/EMC CX300, CX500, and CX700 storage
arrays provide significantly more power and flexibility than the
previous CX series family at a comparable cost. Improving on
the previous generation—including the highly rated3 CX200 array—
the new CX series arrays enable organizations to consolidate stor-
age onto fewer arrays. This helps to lower capital and operating
expenses and simplify what is arguably the most expensive aspect
of storage ownership—management.

CX300, CX500, and CX700 arrays are fully supported by the
EMC Navisphere® Management Suite, which offers backward
compatibility with previous Dell/EMC arrays. Navisphere—as
well as optional tools such as EMC VisualSAN®—simplify stor-
age administration by presenting a unified view of enterprise
storage resources from a single console. Centralized management
lets organizations efficiently share global disk resources among
arrays, and sophisticated data-copy applications in the suite—such
as EMC SnapView™ and SAN Copy"—reduce manual management
tasks and facilitate disaster recovery planning by automating the
production of data copies.

The modular design of the CX series arrays enables organi-
zations to scale capacity incrementally and nondisruptively as
enterprise storage needs change. Using Navisphere, administra-
tors can provision additional capacity online while arrays remain
fully functional—helping to keep business-critical networked
applications highly available. The CX series arrays can be deployed
in SAN, NAS, and direct attach storage (DAS) configurations so
that organizations can share enterprise storage flexibly across
different types of connections.

How does Dell support emerging serial disk protocols?

The transition of disk protocols from parallel to serial archi-
tecture in the enterprise is well underway—Ilargely in response
to the increased requirements of today’s bandwidth-intensive
applications. Originally conceived as a desktop architecture,
Serial ATA (SATA) offers major performance advantages over
parallel ATA and provides features such as hot-plug drive
swapping that have led IT organizations to consider SATA for
enterprise uses. Another serial technology—Serial Attached
SCSI (SAS)—can help reduce overhead for enterprise systems
and lower bus bandwidth. SAS is expected to be highly
scalable and offers backward compatibility with legacy SCSI
drivers and software. As these technologies mature, Dell
will consider products that help enterprises take advantage of
the performance gains and cost-effectiveness promised by
serial technology.

EXECUTIVE INSIGHTS

What role is iSCSI expected to play in the storage industry?
Dell is excited about the potential for Internet SCSI (iSCSI) to
lower the cost of network connections, making networked
storage more widely available. By using IP networks to link
data storage devices and transfer data, iSCSI enables adminis-
trators to deploy SANs in local area network (LAN), wide area
network (WAN), and metropolitan area network (MAN) con-
figurations. Dell will continue to consider iSCSI as well as other
low-cost storage technologies to meet customer needs.

What roles do NAS and tape play in today’s enterprise storage?
Both NAS and tape environments will continue to be important in
the enterprise storage domain. While Dell offers stand-alone NAS
enclosures, NAS and file services will become increasingly avail-
able through gateways connecting to the SAN. In addition, Dell sees
NAS products based on Microsoft® Windows® Storage Server and
other operating systems gaining ground, not only in lower-priced
entry-level configurations but also in many high-performance
enterprise computing environments.

Tape continues to be a strong business for Dell; despite the
retrieval performance benefits of disk technology, disk is not likely
to replace tape. Tape is evolving from a secondary to a tertiary role
in enterprise storage and will continue to be a key part of enter-
prise data storage infrastructures because of its long life, durabil-
ity, and portable nature—not only for long-term and off-site storage
but also for disaster recovery and business continuance planning.
Dell also recommends that customers continue to consider Dell/EMC
DAE2 enclosures with the ATA disk option as an effective alter-
native to tape for many data archival needs.

What does the future of storage hold for Dell?

At Dell, we believe that strong interoperability and integration
are essential to the future of affordable storage. To this end, Dell
is focused on driving storage standards that will help adminis-
trators transfer data from disk to disk more efficiently and easily
share resources among heterogeneous storage systems—allowing
organizations to take advantage of scalable storage building
blocks. Dell is working closely with the Storage Network Industry
Association (SNIA) to help achieve a standard data format. Both
Dell and EMC fully endorse SNIA SMI-S (Storage Management
Initiative Specification), the emerging industry standard for
storage management.

Dell believes that its efforts to meet enterprise storage needs
cost-effectively and to support interoperability through standardi-
zation will continue to have broad appeal for IT organizations—as
the increased Dell presence in the storage market indicates. &

3The Dell/EMC CX200 storage array received the highest rating of “Excellent” and scored a perfect 10 for management (“Entry-Level SAN Arrays Square Off” by Paul Venezia in /afolorid, July 7, 2003). For more

information, see http://www.dell.com/downloads/global/products/pvaul/en/pvaul_cx200_award.pdf.

www.dell.com/powersolutions
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Leveraging the flexibility of modular, next-generation Dell™/EMC” Fibre Channel

storage arrays and Dell PowerVault™ network attached storage (NAS) systems, admin-

Istrators can use sophisticated software to manage storage efficiently throughout the

enterprise. This article explores how powerful software management features can

enable administrators to respond quickly and cost-effectively to business demands—

helping to ensure the availability of mission-critical data while reducing the complex-

Ity of enterprise storage management.

BY SONYA R. SEXTON AND VICKI VAN AUSDALL

0 put valuable data assets to best use in today’s aggres-
Tsive business climate, IT organizations must find effi-
cient, cost-effective ways to scale storage capacity and
performance—and accommodate increasingly diverse
data availability requirements. Modular Dell”/EMC® Fibre
Channel storage arrays and Dell PowerVault™ network
attached storage (NAS) systems are based on industry-
standard components that enable administrators to address
immediate business concerns flexibly and grow incre-
mentally as needed.

Largely because of advanced software that provides
new functionality in areas of capacity provisioning, stor-
age resource management (SRM), and storage area net-
work (SAN) infrastructure management, modular storage
components can now fulfill enterprise-class storage require-
ments. The latest Dell/EMC CX series arrays incorporate
several high-end capabilities that help IT organizations
administer geographically dispersed storage farms

POWER SOLUTIONS

efficiently throughout the enterprise (see “Modular build-
ing blocks: Dell/EMC CX300, CX500, and CX700 storage
arrays” for more information). In addition, Microsoft®
Windows® Storage Server 2003-based Dell PowerVault
NAS systems have become sophisticated enough to be
used in high-end enterprise NAS deployments. These mod-
ular components create the basis for an integrated approach
to storage management that can help simplify system
administration, optimize resource utilization, and improve
data availability and disaster recovery.

Simplifying system administration

As enterprises grow, storage infrastructures rapidly
become more complex. This complexity can overburden
existing administrative resources and drastically increase
total cost of ownership (TCO). Centralized storage
resources can improve management efficiency consider-
ably, and SANs are an effective venue for consolidating

March 2004
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Figure 1. Remote storage management using EMC VisualSAN

control. EMC VisualSAN® software allows administrators to manage
growth and change with less effort by providing high-level visibil-
ity into a Dell/EMC SAN infrastructure (see Figure 1). VisualSAN
monitors the health of hardware devices on the SAN, helping
administrators identify problem conditions before they cause
costly, unplanned downtime. Advanced performance management
features—including real-time and historical performance reports—
further reduce the risk of downtime by helping administrators pro-
actively tune performance and optimize throughput (see Figure 2).
By providing a centralized, graphical view of the storage infra-
structure and powerful tools to manage SAN devices, VisualSAN can
help free IT staff from contending with repetitive management tasks
and multiple incompatible software programs. The tool also helps
simplify configuration changes and expedite the deployment of new
equipment, all of which can improve productivity and streamline stor-
age management in expanding enterprise environments. VisualSAN
supports PowerVault NAS systems as well as storage arrays. Increas-
ingly, IT departments are deploying NAS systems within SAN envi-
ronments, which enables NAS to become an integrated component
within the total enterprise storage infrastructure. As organizations
begin to provide NAS and file services through gateways connected
to the SAN, stand-alone NAS systems may become less common.

Optimizing resource utilization

One of the greatest challenges facing organizations tasked with
managing enterprise storage is meeting escalating capacity require-
ments within tight budget constraints. To address such consider-
ations, all CX series Dell/EMC storage arrays include the EMC
Navisphere® Management Suite—a comprehensive set of storage
management tools that give administrators central control of
Dell/EMC arrays.

www.dell.com/powersolutions
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By retaining a consistent look-and-feel through many versions,
Navisphere helps enterprises capitalize on existing IT expertise
and avoid potentially expensive and disruptive retraining. Navisphere
also helps protect existing hardware investments by providing
backward compatibility with legacy Dell/EMC arrays. From the
Navisphere console, administrators can provision additional capac-
ity online, both at the primary site and at remote locations. Online
provisioning provides administrators with the flexibility to increase
capacity incrementally, in response to specific business needs,
instead of overprovisioning simply to ensure that unpredictable orga-
nizational capacity demands can be met. For example, using
Navisphere, administrators can allocate capacity to new or exist-
ing logical storage units (LUNs) without interrupting network appli-
cations that must access disk resources in the array. In this way,
online provisioning helps ensure application availability and
minimize planned and unplanned downtime.

Furthermore, the most recent version of Navisphere enables
administrators to create consolidated groups of LUNs, or metaLUN,
which help improve performance by allowing a volume to span sev-
eral drives. More importantly, from a cost perspective metaLUNs can
increase the utilization of existing storage resources by allowing
administrators to provision additional capacity from available disk
resources anywhere in the array.

Navisphere also enables administrators to configure hot spares
and copy repositories that can be globally shared throughout the
array. This approach avoids the requirement to set aside discrete
disk resources for individual disk groups, and enables organiza-
tions to meet storage requirements using fewer physical disk drives.
Using shared global disk resources for copy space, with unique
tools for right-sizing repositories, can make implementing copy
operations easier and significantly more affordable.

To enhance Navisphere functionality, EMC VisualSRM™ storage
resource management software provides a view of the capacity
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MODULAR BUILDING BLOCKS: DELL/EMC CX300, CX500, AND CX700 STORAGE ARRAYS

The newest family of Dell/EMC modular storage arrays combines
the versatility of industry-standard building blocks with performance,
scalability, and manageability at a price comparable to that of previous-
generation arrays. Administrators can implement the Dell/EMC CX300,
CX500, and CX700 arrays in storage area network (SAN), direct attach
storage (DAS), or network attached storage (NAS) configurations, in any com-
bination. This flexibility allows IT organizations to share storage across sev-
eral types of connections. Designed for demanding workloads, the new
CX series arrays allow administrators to consolidate storage onto fewer
high-performance modules, which can simplify systems management and
reduce capital and operating costs.

Modular Dell/EMC CX300, CX500, and CX700 storage arrays enable organ-
izations to add capacity as needed through nondisruptive hardware and soft
ware upgrades that help keep data highly available for 24/7 operations (see
“Optimizing resource utilization”). The new Dell/EMC CX series arrays help
extend the life of hardware investments by creating a storage infrastructure that
can grow incrementally as business requirements evolve. The Dell/EMC CX300,
CX500, and CX700 arrays are fully compatible with existing CX series compo-
nents such as disks, disk array enclosures (DAEs), and software.

The EMC Navisphere Management Suite—an integrated set of soft-
ware tools that enables centralized storage management of Dell/EMC
arrays as well as convenient Web-based access—is backward compati-
ble across legacy CX series arrays. The highly integrated nature of the
data-copy applications in the Navisphere suite, as well as integration with
popular third-party database and messaging applications, helps streamline

The new Dell/EMC CX series arrays help extend
the life of hardware investments by creating

a storage Infrastructure that can grow incrementally

as business requirements evolve.

Dell/EMC CX700
storage array
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Dell/EMC CX500 storage array

common tasks, reduce setup time for data replication jobs, and automate
disk-based backup. The powerful management and performance-tuning
capabilities enabled by Navisphere and other storage management soft-
ware, such as EMC VisualSAN and EMC VisualSRM, help improve admin-
istrator productivity so that existing IT staff can manage increasing enterprise
storage capacity easily.

The new Dell/EMC arrays are offered in three sizes to address a varigty
of enterprise needs. The midrange Dell/EMC CX500 supports up to 120 disk
drives, 4 GB of cache memory, and four front-end host ports—making it suit
able for departmental server and Tier 2 purposes as well as a broad range
of uses in distributed organizations:

« High-performance enterprise applications

+ High-speed content delivery such as video streaming

« Mirrored disaster recovery

+ Online transaction processing (OLTP) and Web serving
« Data warghousing

- Graphics-intensive applications

+ Messaging applications

« Customer relationship management (CRM) applications

The CX700 is a high-performance, mid-tier platform that provides the
same functions as the CX500, but is designed with more powerful process-
ing resources for heavy database and OLTP applications. The CX700 features
eight back-end Fibre Channel buses to support up to 240 drives, 8 GB of cache
memory, and eight frontend host ports.

Also designed for business-critical and production environments
that require leading-edge performance and scalability, the entry-level
CX300 supports up to 60 disk drives, 2 GB of cache memary, and four
front-end host ports.
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utilization of hosts, file systems, and storage devices on the SAN, pro-
viding administrators with an integrated outlook on how resources
are being used. VisualSRM displays key information such as which
volumes have the highest usage levels. The advanced VisualSRM
reporting feature includes application programming interface
(API)-level integration with leading database and messaging appli-
cations such as those from Oracle and Microsoft. The information from
these reports can help administrators better understand growth pat-
terns and data placements to plan effectively for future capacity.

Improving data availability and disaster recovery

EMC provides centralized, well-integrated control of data-copy
service applications through the Navisphere graphical user inter-
face (GUI). In enterprise storage environments, the ability to pro-
duce multiple copies of data—both internally within an array and
externally at a remote data site—allows administrators to increase
data availability and enable disaster recovery. EMC offers a com-
prehensive range of data-copy services through applications such
as EMC SnapView, which creates point-in-time snapshots and
clones of original data; EMC MirrorView, which provides syn-
chronous mirroring of critical data between Dell/EMC systems; and
EMC SAN Copy, which copies entire volumes over a high-speed
SAN infrastructure or wide area network (WAN) to Dell/EMC and
heterogeneous storage systems.

Of course, data-copy services are nothing new in enterprise
storage environments. Remote mirroring has become fundamen-
tal to many disaster recovery plans, and point-in-time snapshots
are a common way to back up data online without creating over-
head on production database servers. However, EMC copy appli-
cations enable advanced capabilities through API-level integration
with Navisphere, each other, and leading database and messaging
applications. These copy applications can automate the creation of
snapshots, which can be used for offline processing, and clones,
which can be used as business continuance volumes.

Advanced versioning capabilities available with EMC copy appli-
cations can provide the benefits of secondary processing, data mobil-
ity, and disaster recovery. By allowing copy relationships to be set
up for several LUNs in each array, administrators can secure more
data assets, glean greater business value and competitive advantage
from existing assets, and respond to growth more flexibly. In addi-
tion, advanced versioning enables multiple copy relationships to be
defined for each LUN, allowing administrators to fulfill diverse
requirements for point-in-time and mirror images.

EMC copy applications also include powerful tools for fast,
automatic resynchronization of both mirrored volumes and point-
in-time images following planned or unplanned copy session
interrupts. To control the priority of resynchronization and the
impact of resynchronization on production operations, EMC copy
applications integrate a throttling mechanism. Also, a persistence

www.dell.com/powersolutions
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Planning tools: Visit the new Dell Interactive Storage Explorer at
www.dell.com/storageexplorer for a guided tour of modular storage
systems and software that can help organizations respond flexibly to
changing business needs. Also, don't miss the companion poster to this
article, which maps out key storage components for enterprise headquarters,
central backup, and disaster recovery deployments (see page 64a).

feature is available to preserve consistent point-in-time images
following power failures.

Supporting industry standards for interoperability

To meet diverse and often unpredictable storage needs, the modu-
lar approach helps IT organizations add capacity incrementally and
manage data cost-effectively. Dell and EMC are helping to advance
interoperability efforts by endorsing the adoption of standards in the
storage industry. Dell is currently chairing a committee within the
Storage Network Industry Association (SNIA) to develop a standard
data format that will help administrators transfer information easily
among heterogeneous systems. At the same time, EMC fully supports
SNIA SMI-S (Storage Management Initiative Specification), the emerg-
ing industry standard for storage management.

By making it easier for storage hardware and management soft-
ware from different vendors to function smoothly together, storage
management standards promise to simplify system administration
and improve data availability. By facilitating an integrated, modu-
lar approach, Dell and EMC products can help administrators deploy
storage capacity quickly and economically, wherever enterprises
need it most. &

Sonya R. Sexton (sonya_r_sexton@dell.com) is a storage systems competitive intelligence
analyst for the Enterprise Marketing Operations Group at Dell. She has an M.FA. from the

University of Alabama.

Vicki Van Ausdall (vicki@tdagroup.com) is a senior editor at Jel/ Power Solutions, with
12 years of experience as a technical writer and editor for various high-tech publications in

the San Francisco Bay Area. She has a B.A. in English Literature from Hamilton College.

FOR M ORE INFORMATION

Dell /EMC CX300, CX500, CX700, and Dell PowerVault NAS:
http://www.dell.com/storage

EMC VisualSAN:
http://www.emc.com/products/software/visual_san/visual_san.jsp

EMC VisualSRM:
http://www.emc.com/products/software/visual_srm/visual_srm.jsp

EMC Navisphere Management Suite: http://www.dell.com/downloads/
global/products/pvaul/en/navispheremanagementsuite.pdf
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\lolume Shadow Copy Service

Helps Build an Integrated Backup System

14

The Microsoft™ Windows Server™ 2003 operating system and its enhanced storage man-

agement features—particularly the Volume Shadow Copy Service (VSS)—can provide

the framewaork for an integrated backup system based on industry-standard components
such as Dell™ PowerEdge™ servers, Dell/EMC” storage arrays, Dell PowerVault™ tape
libraries, and VERITAS Backup Exec™ software. This article explores how VSS can enable these
components to interoperate, helping to reduce the time and complexity of onling backups.

BY ANANDA SANKARAN, KEVIN GUINN, AND DAT NGUYEN

0 be competitive in the ever-changing global econ-
Tomy, many enterprises must provide uninterrupted
access to key services such as customer databases,
e-commerce applications, and corporate messaging sys-
tems. Taking systems offline to back up data is no longer
a viable option—but creating reliable backup and recov-
ery services for enterprise systems that must remain avail-
able 24/7 can be a challenge for IT administrators. This
article presents an example scenario explaining how IT
administrators can integrate the backup process for a
high-availability Microsoft® Exchange Server 2003 mes-
saging system using standards-based enterprise compo-
nents and the Volume Shadow Copy Service (VSS), a new
file-system feature included in the Microsoft Windows
Server™ 2003 operating system.

When a key business service such as Microsoft
Exchange Server 2003 is online, several files are either open
or undergoing changes. The large volume and dynamic
nature of the data make an accurate and reliable backup
difficult to perform. Creating point-in-time copies of stor-
age volumes, such as the snapshots taken by EMC®
SnapView™ software, is one way administrators can reduce
the time required to back up data. However, because the

POWER SOLUTIONS

underlying data is constantly changing, I/O operations to
a storage volume must be paused to ensure that the data
is consistent before a reliable snapshot can be taken. The
challenge for system administrators is finding a way to
integrate and automate the processes of pausing I/0,
creating snapshots, resuming I/0, and performing back-
ups from the snapshot data while the original data and
service are restored to operation.

VSS provides a framework and an application pro-
gramming interface (API) that enables administrators to
automate several processes related to creating snapshots
and performing backups. Because it allows third-party
storage hardware, backup software, and application soft-
ware to interoperate within the VSS framework, VSS can
enable administrators to streamline the storage manage-
ment process—helping to reduce the time, complexity, and
cost of online backups considerably.

VSS on Windows Server 2003: Shadow copies

VSS allows system administrators to create software-driven
snapshots, or shadow copies, of a volume that can be
shared as a network resource. The shadow copy can be
created on a reserved area that resides in the same volume
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1/0 subsystem
File system
Volume manager
Partition manager
Class driver
Port driver Mini-port driver

Hardware

Figure 1. Windows Server 2003 layered driver model

as the data, or it can be created on a reserved area that resides in a
different volume. This native shadow copy functionality uses a copy-
on-first-write method, which makes a duplicate of any block that
has been changed since the last shadow copy was created. Only
changed file blocks are copied to the snapshot just before the change,
not the entire volume.

After a snapshot is created, VSS oversees all activities on the
source volume, including writes and reads:

» Writes: When an application or a user modifies a file or
sector on the source volume, VSS identifies which blocks
have been affected. If a shadow copy exists and the block
has not been modified since the most recent shadow copy
was created, VSS first saves the original data in the shadow
copy volume and then writes the change to the source
volume. If the block has been modified previously, VSS
writes the change directly to the source volume.

» Reads: When an application or a user reads a file or sector
from the source volume, VSS typically serves that request
from the source volume. However, if a read requests a
previous version of the data, VSS maps that request to the
appropriate block(s) and the data sent back will generally
include blocks from both the source volume and the shadow
copy volume.

Figure 1 shows where the VSS volume snapshot driver resides
in the Windows Server 2003 layered driver model. For more infor-
mation, consult the Windows Server 2003 online help that is avail-
able from the operating system’s graphical user interface (GUI) or the
Microsoft Developer Network (MSDN) at http://msdn.microsoft.com.

VSS also enables components associated with a backup system—
such as business application software, storage management software,
and storage hardware—to be used in an end-to-end process that helps
ensure maximum backup efficiency. In this integrated approach, a
writer (the business application software), a requester (the storage
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management software), and a provider (the storage hardware driver)
interoperate with VSS to provide a consistent, reliable backup snap-
shot of the application data. In the Figure 2 scenario, the writer is
Exchange Server 2003, the requester is VERITAS Backup Exec™
storage management software, and the provider controls a Dell/EMC
storage area network (SAN).

Exchange Server 2003: The writer

Exchange Server 2003 supports the Windows Server 2003 VSS fea-
ture, which helps reduce backup time and simplify backup man-
agement for Exchange data. The VSS writer service helps backup
software obtain consistent, point-in-time shadow copies of data on
a live Exchange server. When VSS receives a shadow copy request
from backup software, VSS communicates with the running Exchange
application (the writer) to pause new transactions, finish current trans-
actions, and flush all the cached data to disk. VSS then communi-
cates with the appropriate storage provider (in this scenario, the
Dell/EMC storage array) to initiate the shadow copy process for the
disk volumes that contain Exchange Server 2003 data. Once a shadow
copy has been created, the backup software (in this scenario,
VERITAS Backup Exec) then can copy data from the shadow copy
to a tape without involving the Exchange application, thus reduc-
ing the impact of backup operations on Exchange Server 2003
performance and availability.

After the shadow copy has been created, VSS communicates
with the Exchange writer service to signal that Exchange Server 2003
can resume writing to disk. The shadow copy process typically
takes less than a minute. Clients using the Microsoft Outlook® 2003
messaging and collaboration client in cached mode most likely will
not notice a disruption. Clients using earlier versions of Outlook may
experience a delay of several minutes during the shadow copy
process. Retaining the snapshot of an Exchange Server 2003

Writer
Microsoft Exchange R
Server 2003 equester
VERITAS Backup Exec
Microsoft SQL Volume storage management
ftware
Shadow Co H 50
Microsoft Internet H Service Py
Information Services Other backup

(IS) software
Other applications I

Provider
Windows Server 2003 Dell/EMC Other storage
VSS copy-onfirst-write storage hardware hardware

Figure 2. VSS-based backup configuration
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SnapView snapshot

SnapView clone

Description Logical point-in-time copy using Block-level duplicate that allows
copy-onirstwrite method forward and reverse synchronization
Storage One or more SnapView cache LUNs Clone LUN must be as large

requirement

must be available; cache space is
consumed when either the source
LUN or the snapshot is modified

as the source LUN

Persistence

Optional

Yes

Required array

EMC SnapView

EMC SnapView and

software EMC SnapView clones provider

Figure 3. Comparison of SnapView snapshots and clones

database on disk enables a faster restore operation, thereby help-
ing to reduce the interruption to the Exchange service.l

VERITAS Backup Exec: The requester

VERITAS Backup Exec for Windows Servers is designed to be a com-
prehensive backup tool for Microsoft Windows®-based server envi-
ronments. Backup Exec 9.1 supports VSS-enabled backups, minimizing
disruption of applications and services while data is being backed
up. This enables Backup Exec to perform a nonintrusive backup by
obtaining a consistent copy of data from VSS, which is done by tem-
porarily stopping I/O to the data through the writer (Exchange, in
this scenario) when a backup is initiated. Administrators can select
the appropriate VSS writers from a list of supported shadow copy com-
ponents during Backup Exec backup and restore operations. Backup
Exec supports the following types of VSS writers:

+ Service state: Critical operating system and application serv-
ice data such as event logs, Windows Management Instru-
mentation (WMI), and Removable Storage Manager (RSM)

+ System state: Critical operating system data such as
Windows system files, Component Object Model+ (COM+)
Class Registration database, registry, and Microsoft Active
Directory® directory service

+ User data: Microsoft SQL Server’, Exchange Server, Active
Directory Application Mode (ADAM), third-party application
and user data, and so on

Service state, system state, and user data compose the Backup
Exec shadow copy components file system. Backup Exec supports
only full backups of storage groups using the Exchange writer. To
back up Exchange data, system administrators select the Exchange
writer during the backup operation—the Backup Exec interface lists
the available Exchange servers and information stores available for
backup. In addition, administrators can use the Backup Exec
Advanced Open File Option by selecting VSS as the service for open
file operations.2

STORAGE ENVIRONMENT

Dell/EMC storage array: The provider

EMC SnapView software and the SnapView clones provider are
optional components available for Dell/EMC CX300, CX400, CX500,
CX600, and CX700 storage arrays. SnapView snapshots are logical
point-in-time copies of a logical storage unit (LUN), and SnapView
clones are block-level duplicates of a LUN. Figure 3 compares
SnapView snapshots and clones.

Administrators can create and manage snapshots and clones
using the Dell/EMC storage array. The Dell/EMC VSS hardware
provider—installed on a Dell” PowerEdge™ server running
Windows Server 2003—enables VSS to use EMC SnapView and the
SnapView clones provider to create hardware-resident shadow copies
on a Dell/EMC CX300, CX400, CX500, CX600, or CX700 array
attached to the server. Figure 4 shows the hardware configuration
for the Exchange backup scenario described in this article, includ-
ing key software components that must be installed on both the
PowerEdge server and the Dell/EMC storage array.

For the Dell/EMC hardware provider to register itself with VSS,
the Windows Server 2003 Distributed Transaction Coordinator (DTC)
service must be running when the provider is installed. After
installing the provider, administrators must run vssadmin 1ist
providers to verify that the Dell/EMC hardware provider has been
registered successfully. The hardware provider translates VSS API
calls into EMC® Navisphere® command-line interface (CLI) statements
that control the Dell/EMC hardware. The hardware provider can pro-
duce differential shadow copies by using navicli.exe to invoke

Dell PowerEdge 1750

* Microsoft Windows Server 2003

* Microsoft Exchange Server 2003

« VERITAS Backup Exec

« Dell/EMC hardware provider

+ EMC Navisphere CLI

- Java™ 2 Runtime Environment (if using clones)

-3 ®
1|0
u ]
Brocade” 3800 Brocade 3800
Fibre Channel Fibre Channel |
switch switch

‘4

Dell PowerVault 160T
tape library

Dell/EMC CX400 Fibre Channel storage array
+ EMC SnapView

+ EMC SnapView clones provider (if using clones)
+ EMC Navisphere CLI provider (if using clones)

Figure 4. Integrated VSS-hased backup configuration

1 For more information, see the Exchange Server 2003 and Windows Server 2003 documentation online at http://www.microsoft.com.

2 For more information, see the help and product documentation for Backup Exec software online at http://www.veritas.com.

www.dell.com/powersolutions
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Windows Server 2003

Exchange Server 2003 writer VERITAS Backup Exec requester

Volume Shadow Copy Service

L

Dell/EMC hardware provider

Figure 5. Application and storage management software for the VSS shadow copy backup scenario

SnapView and create a snapshot. Similarly, the hardware provider
can create plex shadow copies, which are essentially duplicates of
the source LUN, by using navicli.jar to invoke the SnapView clones
provider to create a clone.3

Integrated VSS backup: Process flow

Figure 5 shows application and backup software used in the shadow
copy-based backup scenario. In this example, a system administra-
tor configures a backup schedule for Exchange Server 2003 through
the Backup Exec software, specifying that the Exchange writer per-
form this service. When Backup Exec runs the scheduled job, the
VSS requester informs the VSS service that Exchange Server 2003
storage groups will be affected. VSS then communicates with the
Exchange writer to pause new transactions, finish current trans-
actions, and flush all the cached data to disk.

VSS then communicates with the Dell/EMC hardware provider
to create a hardware-resident shadow copy of the storage volumes
containing the Exchange Server 2003 storage groups. The hard-

ware provider invokes EMC
VSS can enable SnapView to create a snapshot
for the requested disks in the
administrators to EMC storage array and returns
the snapshot to VSS, which
streamline the storage mounts the snapshot for Backup
Exec. Once this step is completed,
management process— VSS instructs Exchange Server
2003 to resume normal opera-
reducing the time, tions. Backup Exec backs up the
Exchange Server 2003 data and
complexity, and cost logs from the disk snapshots to
the tape backup devices. After the
of online backups backup job is completed suc-
cessfully, Backup Exec instructs

considerably. VSS to delete the shadow copies

created for backing up the storage group volumes. Finally, VSS
instructs the Dell/EMC hardware provider to delete the snapshots
requested for the backup operation.

A cost-effective, integrated approach to system backup

IT administrators can build reliable, integrated backup systems using
standards-based enterprise components such as Dell PowerEdge
servers, Dell/EMC storage arrays, Dell PowerVault™ tape libraries, and
VERITAS Backup Exec software. The Volume Shadow Copy Service,
included in Microsoft Windows Server 2003, enables administrators
to create an integrated approach to system backup and recovery
that helps safeguard business-critical data without disrupting high-
availability services like customer databases, e-commerce applica-
tions, and corporate messaging systems. In addition, the integrated
backup approach described in this article can simplify system admin-
istration and storage management, helping to reduce total cost of
ownership for today’s complex enterprise environments. &

Ananda Sankaran (ananda_sankaran@dell.com) is a systems engineer in the High-
Availability Cluster Development Group at Dell. His current interests related to high-availability
clustering include cluster management, databases, SANs, and tape backup. Ananda has a

master's degree in Computer Science from Texas AGM University.

Kevin Guinn (kevin_guinn@dell.com) is a systems engineer in the High-Availability
Cluster Development Group at Dell. His current interests include storage management and
business continuity. Kevin has Microsoft Certified Systems Engineer (MCSE) and EMC Proven™
Professional certifications, and has a B.S in Mechanical Engineering from The University of
Texas at Austin.

Dat Nguyen (quocdat_nguyen@dell.com) is a systems engineer in the High-Availability
Cluster Development Group at Dell. His responsibilities include developing SAN-based
high-availability clustering products that comprise Dell servers and Dell/EMC Fibre Channel
storage systems. Dat has a B.S. in Electrical Engineering from The University of Houston.

FOR MORE INFORMATION

Microsoft Volume Shadow Copy Service:
http://www.microsoft.com/technet/treeview/default.asp?url=/technet/
prodtechnol/windowsserver2003/proddocs/techref/w2k3tr_vss_how.asp

VERITAS Backup Exec:
http://www.veritas.com/products/category/ProductDetail.jhtml?productld=bews

Dell/EMC CX400 Fibre Channel storage array:
http://www.dell.com/downloads/global/products/pvaul/en/cx400_spec.pdf

3 For more information, see the documentation for EMC SnapView and the Dell/EMC hardware provider online at http:;//www.emc.com.
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Managing Data Protection

with Red Hat Linux and Dell PowerVault

20

Tape Autoloaders and Libraries

Protecting data from disaster is a critical concern for any enterprise. This article explores

Dell™ PowerVault™ tape backup systems in Red Hat” Linux"—based environments,

examining basic operations and configuration options. In addition, native Linux tools

and third-party software that can help IT administrators implement an effective backup

plan are addressed.

BY TESFAMARIAM MICHAEL AND RICHARD GOODWIN

rotecting business-critical data from disaster is one of
Pthe most important tasks that system administrators
perform. Data backup systems usually involve tape drives,
tape autoloaders, or tape libraries. Autoloaders are par-
ticularly well suited to small, networked computer envi-
ronments. This article explores the basics of autoloader
operations under the Linux® operating system (OS), includ-
ing the device mappings of tape drives under Linux and
commands to dump and restore data. It also provides a
brief description of Dell™ PowerVault™ autoloaders, as
well as the fully tested and validated backup software
applications available from Dell.

Distinguishing between tape autoloaders and libraries

The terms autoloader and library often are used inter-
changeably, but the two device types differ slightly. An
autoloader refers to a single drive unit with storage slots
for multiple tapes; autoloaders can move tapes between
the drive and the slots. The capacity of an autoloader
generally is limited to between 8 and 20 tapes. In con-
trast, a tape library has capacity for multiple tape drives
and a larger number of slots. Dell PowerVault tape libraries
can range from 2 to 36 tape drives and 24 to 1,344 slots.

POWER SOLUTIONS

Figure 1 summarizes configuration options for Dell
PowerVault autoloaders and libraries.

Like an autoloader, the library shuttles tapes between
the tape drives and storage slots. In an autoloader, this
process usually is performed by a sliding carousel or a
caddy system; in a library, a robotic arm moves the tapes.
To track its tape inventory, the autoloader or library either
uses a bar code labeling system with a bar code reader or
identifies a tape by the specific numeric slot in which it is
located. The Linux OS and most production applications
generally are not affected by the difference in how tape units
operate. Consequently, when either autoloader or library
is used in this article, it refers to both types of device.

Dell tape devices address various storage needs
and are compatible with the Linux OS. In fact, Dell
qualifies the entire PowerVault line of tape storage
products for Linux—stand-alone tape drives as well as
tape autoloaders and libraries. This article uses the
Dell PowerVault 132T tape library as an example tape
device because it can provide multiple tape drives and
multiple slots, and can be controlled by Linux com-
mands that are normally used with tape autoloaders.
Although the information provided in this article can
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apply to any Linux distribution, some details may be specific to
the Red Hat® Linux OS.

Preparing the tape system for a Linux environment

A SCSI tape drive should be connected to a SCSI controller. For Dell
PowerVault tape systems, this controller most likely will be an
Adaptec® 39160 or 2940 for Low Voltage Differential (LVD) devices
or Adaptec 3944 or 2944 for High Voltage Differential (HVD) devices.
The Linux driver for these controllers, aic7xxx, must be loaded to
access all the devices connected to a controller, such as the tape drive.
Once the tape drive is connected and configured, the driver should
detect the tape drive. To verify the detection of the tape drive, admin-
istrators should check for its entry in /proc/scsi/scsi. For more infor-
mation about identifying PowerVault systems in /proc/scsi/scsi, see
“Special considerations for LUN-based devices under Linux.”

The drivers required for Fibre Channel controllers will vary;
administrators should consult the documentation provided with the
controller. Once the appropriate driver is loaded, Fibre Channel-
attached devices will register with the SCSI tape subsystem in the
same manner as SCSI devices described in this article.

RPM packages for tape drive operation

Native Linux applications required to operate an autoloader include
tar, cpio, mt, and mtx. Depending on the type of Linux installation,
most if not all of these applications should already be installed on
the system. Administrators can determine whether each of these
packages is installed by querying the RPM™ (Red Hat Package
Manager) database with rpm -q rpm-name, where rpm-name is the
name of the application—tar, cpio, mt, or mtx. If this returns
rpm-name with a version number, the package is installed. If a pack-
age is not installed, administrators can obtain it from the Red Hat
Linux installation CDs or from http://www.redhat.com, and install
it by entering rpm -ivh application-rpm-name.

Device mapping of SCSI tape system

In Linux, all devices are viewed as files with special attributes to the
kernel, so applications can open, close, read, and write the files
using system calls. In most Linux distributions, these device files
(sometimes known as device nodes) are found in the /dev directory

STORAGE ENVIRONMENT

Device Rewind node No-rewind node
1st SCSI tape drive /dev/st0 /dev/nst0
2nd SCSI tape drive /dev/st1 /dev/nst1
nth SCSI tape drive /dev/st[n-1] /dev/nst[n-1]

Maximum Maximum Fibre
number number Bar code Channel (FC)/
Product of drives of slots reader SCSI
PowerVault 122T autoloader 1 8 Optional SCSl only
PowerVault 132T tape library 2 24 Yes FC or SCSI
PowerVault 136T tape library 6 72 Yes FC or SCSI
PowerVault 160T tape library 12-36 264-1344 Yes FC only

Figure 1. Configuration options for Dell PowerVault tape automation devices

www.dell.com/powersolutions

Figure 2. Device nodes corresponding to physical devices

of the root file system. Device files are created in this directory with
their respective attributes, such as major and minor numbers, device
type (character or block), and permissions. The major number iden-
tifies the device type; the minor number informs the kernel about
the special characteristics of the device. The following is an exam-
ple of the device attributes of a SCSI tape drive:

1 root disk 9, 0 Jul 23 2003
1 root disk 128, 0 Jul 23 2003

/dev/st0
/dev/nst0

Crw-rw----

Crw-rw----

The device nodes for SCSI tape drives are /dev/stX and
/dev/nstX, where X is an integer. When loaded, the st driver asso-
ciates the tape drive with the device node depending on the order
of detection. For example, the first SCSI tape drive detected will
be assigned /dev/st0 (see Figure 2). Two device nodes can be used
when operating tape drives: rewind and no-rewind. The rewind
node (/dev/stX) rewinds the tape to the beginning after every
operation, whereas the no-rewind node (/dev/nstX) stops the tape
wherever an operation leaves it, allowing multiple archives to be
stored on a single tape.

Administrators should choose between rewind (/dev/st0) and
no-rewind (/dev/nst0) devices. However, rewind devices can over-
write data because the tape is rewound after every operation. This
makes it impossible to back up multiple archives to a single tape
using the rewind device. For example, if an administrator enters the
mt -f /dev/st0 eod command to prepare the tape for appending
new data, the tape will be forwarded to the end of data (eod) of an
archive position. Then the drive is closed and the tape is rewound
to the beginning. At that point, if the system writes new data to the
tape, it will overwrite the existing data instead of appending it to
the tape as planned. This problem can be avoided simply by using
the no-rewind node (/dev/nst0). Administrators should create a
symbolic link from the no-rewind device to /dev/tape and use this
link when operating the tape. To create this link, administrators
should enter 1n -s /dev/nst0 /dev/tape.

SCSI generic interface and tape drives

SCSI tape drives can be manipulated using the SCSI generic inter-
face. This interface provides general access to SCSI devices from a
user space application—an application that resides outside the
kernel space. When the Linux SCSI Generic (sg) driver is loaded,
each SCSI device in the system, detected by its respective driver, is
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Attached devices:
Host: scsiO Channel: 00 Id: 00 Lun: 00
Vendor: DELL Model: PERCRAID RAID5 Rev: V1.0
Type: Direct-Access ANST SCSI
Host: scsiO Channel: 00 Id: 01 Lun: 00
Vendor: DELL Model: PERCRAID Mirror Rev: V1.0

Type: Direct-Access ANST SCSI
Host: scsi2 Channel: 00 Id: 05 Lun: 00

Vendor: DELL Model: PV-122T Rev: D37r

Type: Medium Changer ANST SCSI

Host: scsi2 Channel: 00 Id: 06 Lun: 00
Vendor: HP Model: Ultrium 1-SCSI Rev: E32K
Type: Sequential-Access ANST SCSI

revision: 02

revision: 03

DELL PERCRAID RAID5 V1.0
DELL PERCRAID Mirror V1.0
DELL PV-122T D37r
HP Ultrium 1-SCSI E32K

revision: 02

Figure 4. Example of SCSI devices listed in /proc/scsi/sg/device_strs

revision: 02

Tape archive. The tar archiving program
stores to and extracts from an archive in a tape
drive or a normal file. The common syntax of

tar is as follows:

tar -mode -options [archive-device

Figure 3. Example of SCSI devices listed in /proc/scsi/scsi

associated with the /dev/sgX device node, where X ranges from
0 to 256. The detection method of the sg driver is similar to that of
a tape drive. For example, /dev/sgl and /dev/sg2 are the first and
second SCSI devices detected, respectively.

The /proc/scsi/scsi interface of the virtual proc file system pres-
ents a list of all the SCSI devices currently detected in a system.
Similarly, the sg driver provides a list of these SCSI devices in
/proc/scsi/sg/device_strs. Figure 3 shows an example of the
/proc/scsi/scsi file in a system with several SCSI devices.

As shown in Figures 3 and 4, a one-to-one mapping exists between
the devices listed in /proc/scsi/scsi and /proc/scsi/sg/devices_strs.
The first two sg devices (/dev/sg0 and /dev/sgl) are assigned to the
PERCRAID RAID volumes. The tape changer is mapped to /dev/sg2,
and the tape drive is mapped to /dev/sg3.

Once the sg device node of the tape changer is known, a sym-
bolic link from the device to /dev/changer should be created. This
link helps simplify administration by eliminating the need to remem-
ber the device node name every time the device needs to be accessed.
The link can be used when manipulating the tape changer with the
mtx program, which uses this device by default. In Figure 3, because
the third device in the list is the tape changer, /dev/sg2 is the device
for it and can be linked to /dev/changer. This link can be created
by issuing the Tn -s /dev/sg2 /dev/changer command.

Using native Linux commands to perform tape backups

Several programs under Linux—such as tar, cpio, dd, dump
and restore—can be used for backups. In addition, the mt and mtx
tools allow administrators to perform necessary autoloader and media
operations such as load/unload and forward/rewind. This section pro-
vides a brief description of some of these programs; for additional
information about these programs, please see their respective man
pages. The example scenarios in this section assume the SCSI tape
drive contains a blank tape and the system has a /backup directory.
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or archive-name] [files-to-archive]

In this syntax, mode can be -c for create (backup), -x for
extract (restore), or -t for table of contents (list). The variable
options can include -v for verbose, - f for archive destination (in
create mode) or source (in extract or table of contents mode), or
a combination thereof. For example, to archive the /home direc-
tory to a no-rewind tape, the following syntax would be used
(assuming the symbolic link of /dev/tape has been created):

tar -cvf /dev/tape /home

To extract this archive from the tape, administrators should
position the tape at the beginning of the archive, and then extract
the archive to the appropriate directory. This operation can be per-
formed as follows:

cd /backup
mt asf 0
tar -xvf /dev/tape

Copy input/output. The cpio program moves data to and from
an archive, and also works well for backups. Unlike tar, cpio reads
the name of the file it is to process from standard input. The common
syntax of cpio is as follows:

cpio -mode -options <file-name-1ist [>archive-name]

In this syntax, mode can be -o for creating an archive, -1i for
extracting an archive, and -t for listing a table of contents for an
archive. The variable options can include -d for directory creation,
-m for preserve-modification time, -u for unconditionally replacing
files, and -v for verbose. A common method for generating a list of
files for cpio is to use commands such as find, which sends its output
to cpio. The find command has some features that make it useful
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when performing full or incremental backups. The tar example used
earlier can be performed using cpio:

find /home | cpio -o > /dev/tape
This archive can be extracted as follows:

cd /backup
mt asf 0

cpio -idv --no-absolute-filenames < /dev/tape

Magnetic tape. The mt program controls magnetic tape drive
operations. This tool can be used to place the tape at a certain posi-
tion, rewind and forward, eject, erase, check drive status, and so
on. The common syntax of mt is as follows:

mt [-f device] operation [count] [argument]

In this syntax, device is the device node of the tape drive, which
is /dev/tape in the previous example; operation can include status,
eject, load, offline, and so forth. The argument is specific to the issued
operation. For example, to report the status of the drive, adminis-
trators would issue the following command:

mt -f /dev/tape status

Because a symbolic link was created, this task also can be
performed using mt status. From the message the status com-
mand generates, the value of File Name represents the number
for archives in the tape up to the current position; and the value
of Block Number represents the number of blocks in the archive
if the tape is positioned at the end of an archive (if it is posi-
tioned at the beginning of an archive, the value is zero).

Media changer. The mtx program manipulates SCSI media
changer devices such as tape autoloaders.! This program
includes commands for loading and unloading a tape to and
from the drive, providing inventory of all the slots, reporting
all drives and media in the device, and so forth. The common
syntax of mtx is as follows:

mtx [-f scsi-generic-devicel [..] command

In this syntax, scsi-generic-device is /dev/sgX and X is the
detection order of the changer. The variable command can include
load/unload, inquiry, status, first, last, and next. The following
example is a command that unloads media from the drive to
the first slot:

mtx -f /dev/sg2 unload 1

Because the /dev/changer symbolic link was created earlier,
/dev/changer can be used in place of /dev/sg2 or the -f /dev/sg2
arguments can be omitted altogether.

Examining the three types of backup

Building upon the basics that have been presented in this article,
administrators can write a complete backup script. This script can
be added to the cron job of the backup server to automate the
backup process.2

Backups can be divided into three types: full, incremental, and
differential. Administrators should evaluate the benefits of each
type carefully when determining a backup plan. Often, a combination
of these types is necessary—for example, full backups performed
weekly and differential or incremental backups performed daily. The
type of backup, the data to back up, and the frequency of backups
should be dictated by the criticality of the data. Regardless, regu-
lar backups are necessary and must be performed.

Full backup. A full backup writes every file in a system to
backup media. Because a full backup is costly in both time and
media, this approach is not efficient when only a few files have
changed since the last backup.

Incremental backup. An incremental backup includes only
files that have changed since the last backup of any kind. Before
writing a file to the backup media, the backup software identifies
the modification time of that file. If the modification time is more
recent than the last backup time, then the file is backed up. If a file
has changed more than once since the last full backup, the most
recent file will not replace the version(s) of the file already backed
up—instead, the newest version will also be backed up so that each
revision of the file is saved. This type of backup requires less time
and backup space, but should be used in combination with full back-
ups. For example, administrators commonly implement full back-
ups weekly and incremental backups daily.

Differential backup. In a differential backup, all files that have
been modified since the last full backup are backed up on every
subsequent, or differential, backup until the next full backup. Unlike
incremental backups, only the most recent version of the file is
saved—the previous version of the file is overwritten. This approach
reduces the restore process time by allowing administrators to
restore all data using only the most recent full backup media and
the most recent differential backup media.

A combination of the tools discussed in the previous section
can provide all the functions required for a complete backup. How-
ever, administrators must write some scripts and thoroughly test
those scripts to help ensure a reliable software backup system.

1 Please note that mtx was removed from the initial release of Red Hat Enterprise Linux 3, so administrators using this 0S must download mtx from http://www.redhat.com or the mix site at http://mtx.badtux.net.

2 See the crontab and cron man pages for information on how to set up cron jobs. These man pages can be viewed by issuing man crontab and man cron, respectively.
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If script development is not an option, administrators may consider provide excellent control over tape libraries and drives, adminis-
several third-party backup software tools. Three third-party tools trators often need a flexible approach that can work out of the box
that Dell offers are discussed in the next section. with minimal configuration.

AMANDA. Popular open source utilities such as tar and mtx fully
Exploring Linux backup software support autoloaders and libraries, but system administrators may
Red Hat Linux, like most Linux distributions, offers several cus- require tools that are more configurable or capable of being auto-
tomizable backup applications such as AMANDA and taper. mated. The AMANDA program is an open source tool that can
Although tar, mtx, and other freely available Linux utilities can meet such needs for flexibility and automation. AMANDA, which

SPECIAL CONSIDERATIONS FOR LUN-BASED DEVICES UNDER LINUX

To verify the detection of a tape drive, administrators should check for its echo "scsi-add-single-device 3 0 0 1" >

: - . . . / /scsi/scsi
entry in /proc/scsi/scsi. Current versions of Linux may not scan the logical PAESERT SO

storage unit (LUN) ID of every device. This can result in some PowerVault

) o o o . Repeat this step for each additional LUN. The echo command will force
devices not being identified or listed in the /proc/scsi/scsi output. Admin-

_ _ a scan of each device at the given nexus.
istrators can follow these steps to enable support for such devices.

5. Type cat /proc/scsi/scsi again to verify that all devices are

1 Type cat /proc/scsi/scsi. The output will look similar to the now listed. The output will look similar to the fUllDWing:

following:

Attached devices:

Attached devices: Host: scsi2 Channel: 00 Id: 00 Lun: 00

Host: scsi2 Channel: 00 Id: 00 Lun: 00

Vendor: DELL Model: PERCRAID Stripe Rev: V1.0

Vendor: DELL Model: PERCRAID Stripe Rev: V1.0 Type: Direct-Access ANSI SCSI revision: 02
Type: Direct-Access ANSTI SCSI revision: 02 Host: scsi3 Channel: 00 Id: 00 Lun: 00

Host: scsi3 Channel: 00 Id: 00 Lun: 00 Vendor: DELL Model: PV-136T-FC Rev: 4193

Vendor: DELL Model: PV-136T-FC Rev: 4193 Vomes W ne ANST SCST revision: 03
Type: Unknown ANSI SCSI revision: 03 Host: scsi3 Channel: 00 Id: 00 Lun: 01

Vendor: DELL Model: PV-136T Rev: 2.88

2. |dentify the host adapter, channel number, target ID number, and LUN Type: Medium Changer ANST SCSI revision: 02
number for the first LUN of the device to be configured. In this exam- Host: scsi3 Channel: 00 Id: 00 Lun: 02

ple, the PowerVault 136T-FC (Fibre Channel interface) is shown at the Vendor: QUANTUM Model: SDLT320 Rev: 4646

address, or mexus, 3 0 0 0—which means host adapter 3, channel Type: Sequential-Access ANSI SCSI revision: 02
number 0, ID 0, and LUN 0. Host: scsi3 Channel: 00 Id: 00 Lun: 03

Vendor: QUANTUM Model: SDLT320 Rev: 4646

Type: Sequential-Access ANSI SCSI revision: 02

3. Determine the additional LUN IDs that are configured on the
PowerVault device. Refer to the PowerVault documentation for

instructions on determining the LUN configuration. One exception Administrators should add the echo command to the Linux boot scripts

is the PowerVault 122T\VS80, which always has the tape drive because the device information is not persistent and must be created

at LUN 0 and the robot at LUN 1. each time the system boots up. One example file that can be used for
storing the commands is /etc/rc.local. Note that configuring additional

4. For each additional LUN that needs to be discovered by Linux, issue devices on a server or a storage area network (SAN) can cause the

the following command: devices to be reordered, which requires administrators to modify the com-

) ) ) mands. If the Fibre Channel adapter supports Persistent Bindings or an
echo "scsi-add-single-device H C I L" > ) o )
Jproc/scsi/scsi equivalent function, it can be enabled to reduce the chance of devices
being reordered upon discovery.
H C I L refers tothe nexus described in step 2. So, if the PowerVault
136T robot was configured at LUN 1, type:
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stands for Automated Maryland Automatic Network Disk Archiver,
was designed to collect data from distributed clients, servers, or
both, and to send that data to a single master server. The data
is first spooled to disk and then offloaded to a high-capacity
tape drive. Additional modules and scripts support the use of
autoloaders and libraries, including support for devices that have
bar code readers.

To install and configure AMANDA, administrators must build the
packages from source (or locate a compatible package for the Linux
distribution being used) and configure text files that will dictate
which clients to back up, what data to back up, and how to move
the data to tape. Newer versions of AMANDA also support the use
of Samba, a tool that enables a UNIX®-based server to act as a file
server for Windows clients. For a full description of the installation
and configuration of AMANDA, including FAQs and examples, visit
the AMANDA home page at http://www.amanda.org.

Yosemite Technologies® TapeWare® This unique cross-platform
tool is available as a qualified Dell package when used with Dell
PowerVault tape libraries, autoloaders, and drives in direct attach SCSI
mode. TapeWare provides an easy-to-use graphical user interface
(GUI), as well as a character interface that is identical across the plat-
forms it supports. Dell tape devices support TapeWare running on
Microsoft® Windows® Novell® NetWare®, and Red Hat Linux oper-
ating systems.3

Administrators can choose from either the X Window System
(Qt) GUI or the ncurses-based character interface to set up and
manage backup and recovery activities. TapeWare provides com-
plete scheduling support for rotating backups, days of the week, and
many other options. Dell has qualified the complete line of Dell
PowerVault tape products, including the PowerVault 136T, for use
with TapeWare3 Wizards are available to guide administrators
through most processes, making this software appropriate for those
who are inexperienced with tape backup activities. All device func-
tions—including importing and exporting of tapes, media manage-
ment, and device status information—are supported and available
through both user interfaces.

VERITAS NetBackup'. Another backup tool available for enter-
prise environments is VERITAS NetBackup software. Dell has qual-
ified the NetBackup application to run across its entire range of
PowerVault tape products, including the PowerVault 160T enterprise
library. In addition to direct attach SCSI hardware, NetBackup also
supports PowerVault libraries attached to storage area networks
(SANs). Currently Dell supports NetBackup for Linux under Red
Hat Linux Advanced Server 2.1. NetBackup also is available for
Windows, NetWare, and all major UNIX operating systems.

NetBackup uses the concepts of master server and media server
to distribute tape storage duties across multiple-server systems.

The master server schedules data protection operations, stores
the centralized database, and manages other administrative func-
tions. Media servers handle the actual data transfer to tape hard-
ware. By default, a master server is also a media server, so a single
server can completely manage the tape hardware—or the master
server can distribute duties to other media servers. NetBackup
supports Red Hat Advanced Server 2.1 as both a master server
and a media server.

NetBackup includes a Java™-based GUI as well as extensive
command-line utilities for management. The powerful command-
line interface offers administrators unique abilities to script and
manage NetBackup in ways not available through the GUI. This capa-
bility underscores one of the major features of NetBackup: the
flexibility to extend and customize the software to meet specific
enterprise needs.

Backing up the future of Linux

Linux has grown from its roots as a hobby-level OS to an
enterprise-class platform that can be suitable for many com-
mercial applications. As the use of Linux increases, the amount
of data that will need to be protected also will increase. Backup
systems are available for almost any budget and need, and can
be implemented by both experienced system administrators and
those new to the Linux 0S. &

Tesfamariam Michael (tesfamariam_michael@dell.com) is a software engineer on the
Linux Development Team of the Dell Product Group, which tests Linux on all Dell PowerEdge
servers. Tesfamariam has an M.S. in Computer Science from Clark Atlanta University, a B.S.
in Electrical Engineering from the Georgia Institute of Technology, and a B.S. in Mathemat-

ics from Clark Atlanta University. His areas of interest include operating systems and |/0 devices.

Richard Goodwin (richard_goodwin@dell.com) is a software engineer on the Tape Hard-
ware and Software Development team of the Dell Product Group. This team is responsible
for the development and qualification of backup solutions for sectors ranging from the small
to medium-size business (SMB) market to enterprise customers. Richard's areas of interest

include storage systems and digital video technologies.

FOR MORE INFORMATION

Dell PowerVault tape backup storage:
http://www 1.us.dell.com/content/products/compare.aspx/
tapeb?c=us&cs=hbb&l=en&s=hiz

Dell and Red Hat Linux:
http://www.redhat.com/onesource

AMANDA:
http://www.amanda.org

3 At press time, TapeWare did not support SAN-attached Dell PowerVault tape devices.
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Protecting Business-Critical Data

28

at Remote Offices

Remote office data protection can be a challenge for IT organizations that lack

qualified backup administrators or adequate hardware budgets. However, as enter-

prises expand remote office operations, they cannot risk leaving business-critical
data unprotected. Products such as VERITAS Backup Exec™ for Windows Servers
and VERITAS Storage Replicator™ software can help make remote office data protection

more efficient—and affordable.

BY SHERI ATWOOD AND MICHAEL PARKER

any organizations invest heavily in protecting business-

critical data at headquarters while leaving remote
offices less protected—or not protected at all. However,
today’s business climate is driving enterprises to institute
broader guidelines that protect their assets and minimize
the risk of data loss. In response, IT administrators must
overcome the challenges of limited staffing and capital
budgets to ensure protection of critical business data, meet
strict service level agreements, and conform to tough local
and federal government regulations—or face potential data
loss, revenue loss, or fines.

To protect data and help reduce the cost of backup
operations at remote locations that have no on-site admin-
istrators, IT organizations may implement one of two
strategies for maintaining, monitoring, and troubleshoot-
ing backup jobs. First, if tape drives already exist at remote
locations, administrators can simplify and automate local
storage management for distributed servers using prod-
ucts such as VERITAS Backup Exec™ for Windows Servers
software and its Admin Plus Pack Option. Alternatively,
organizations that do not need to perform the backup
process at each remote location can protect data using
products such as VERITAS Storage Replicator™ file-based

POWER SOLUTIONS

replication software, which efficiently copies data to a
backup server at a centralized location.

Simplifying remote server deployment

Deploying and configuring backup servers can be a time-
consuming, labor-intensive process for IT administrators.
The Admin Plus Pack Option for VERITAS Backup Exec
can help administrators reduce remote backup costs by
enabling Backup Exec software—and all desired agents,
options, and settings—to be installed efficiently on remote
servers using the following methods:

+ Manual push installation: Installs unique configu-
rations from a centralized backup server to a single
remote backup server over network connections.

* Remote installation with cloned local settings:
Duplicates the configuration and settings that are
installed on a remote server running Backup Exec
software, from which the push operation is per-
formed. This method mirrors the source backup
server so that whatever agents, options, and set-
tings are installed on the remote source also are
installed on the cloned backup server.
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* Cloned image push installa- The ability to create
tion: Pushes a previously cre-
ated cloned image of a unique and distribute jobs on
Backup Exec configuration to
another server. This method remote servers enables
helps IT administrators
improve efficiency when Urganizations 10 improve
rolling out several similar
backup servers. efficiency without
* Local silent installation:
Performs backups using a CD requiring on-site
image created on a server that
contains the desired Backup IT administrators.
Exec configuration and set-
tings. This CD image enables administrators to perform an
automated, or silent, installation that does not prompt for
any local user input. Although this method requires on-site
deployment, it simplifies the process and reduces opportunity

for error.

Beyond the logistical challenges administrators must address
when deploying remote servers, the development and setup of
backup jobs can be extremely time-consuming. If several backup
servers perform similar functions, the Admin Plus Pack Option for
VERITAS Backup Exec can help administrators streamline job cre-
ation and distribution for remote servers. Because jobs, job templates,
and selection lists can be copied between servers running Backup
Exec software, administrators can create these components on one
backup server and then copy them to one or more remote backup
servers on the network (see Figure 1). The ability to create and
distribute jobs on remote servers enables organizations to improve
efficiency without requiring on-site IT administrators.

Managing remote office backups

Once administrators have completed backup server deployment and
job setup, they can begin backup operations. VERITAS Backup Exec
ExecView" software, which is included in the Backup Exec package,
provides a Web-based console that enables administrators to mon-
itor jobs, devices, and alerts on hundreds of local or remote servers
running Backup Exec software. Management functions include
the following:

* Monitoring any backup server’s active, scheduled, and
completed jobs

+ Pausing and resuming media servers and devices

+ Starting scheduled jobs and canceling jobs

 Creating backup server groups

* Receiving and responding to alerts

 Receiving e-mail or pager notifications of events

www.dell.com/powersolutions
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The ExecView console also enables administrators to manage
by exception, so that only errors and failed jobs appear in a
particular view or are clearly identified in red. When managing
several Backup Exec servers remotely, administrators can improve
efficiency by zeroing in on critical errors or exceptions that require
review or immediate action.

To assist in the management of remote and branch offices,
the Admin Plus Pack Option offers advanced reporting that
includes active alerts, alert history, configuration settings, device
summary, event logs, media vault contents, and robotic library
inventory. Reports can be viewed and printed in HTML format
and distributed through e-mail. The capabilities of the Admin Plus
Pack Option help IT administrators to track their protection and
recovery services and to bill back individual departments on a
regular basis.

Automating real-time data replication
Traditionally, organizations protect remote office data by deploy-
ing tape drives, tape media, and backup software—and by hiring
administrators at each location to manage the tape backup
process. When qualified backup administrators are not avail-
able, organizations may assign untrained employees the task of
administering daily tape backup and restore operations. However,
relying on untrained administrators to perform backups can
increase an organization’s chance for data loss because failed
backups may go unnoticed.

An alternative approach to protecting remote office data
enables administrators to combine data replication with traditional

Headquarters Remote office 4 ___
. Media server >
ExecView running Backup
etiliased Exec with Admin Backup device
r 3 console monitors Plus Pack Option (disk or tape)
Backup Exec
— Remote office 3
—_— Media server >

running Backup

Exec with Admin Backup device

Backup device

Media Iserver Fer e Plus Pack Option (disk or tape)
running
Backup Exec Remote office 2
with Admin Plus Media server >
Pack Option running Backup
Exec with Admin Backup device
Plus Pack Option (disk or tape)
o
Remote office 1 (|
IP network "
connection Med|a server >
running Backup |
Exec with Admin Backup device
Plus Pack Option (disk or tape)
Media library
Perform remote installations using cloned local settings; (tape or disk)

create and distribute jobs on remote servers

Figure 1. Managing remote or distributed servers
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Replicate remote data
to backup server at
central location on a E

continuous or
scheduled basis

Remote office 4

Backup server
running
Storage Replicator

Headgquarters

ExecView
Web-based

console monitors

Backup Exec -
_l_
=

Remote office 3

Backup server
running
Storage Replicator

[ o | Backup device :04/@57/@ Remote office 2
I i (disk or tape) Media server Backup server
running running
Backup Exec Storage Replicator
| and Storage
Replicator
[— i
Media library Remote office 1
(tape or disk) Backup server

running
Storage Replicator

Once the remote office
data arrives at the central loca-
tion over an IP connection,

The Admin Plus Pack

Option offers advanced

Figure 2. Replicating data back to headquarters

backup policies. For example, VERITAS Storage Replicator for
Microsoft® Windows NT® Windows® 2000, Windows Server™ 2003,
and Windows Storage Server 2003 operating systems can help
administrators efficiently protect their remote office data by repli-
cating data to a backup server at a centralized location. This
approach also helps IT organizations reduce costs by eliminat-
ing tape drives, tape media, and backup administrators at remote
locations. VERITAS Storage Replicator can support hundreds of
nodes and replication processes from one centralized console.
Administrators simply push Storage Replicator out from the cen-
tral location to remote offices and manage the remote offices from
the central console.

The data replication approach discussed in this article requires
an IP network connection between the remote offices and
the central location. In the scenario shown in Figure 2, VERITAS
Storage Replicator is installed on all remote office servers as well
as on the central server. In addition, VERITAS Backup Exec for
Windows Servers software is installed at the central site to per-
form the backup to tape or disk at that location.

Replication can be performed on all files, including open files,
continuously or on a scheduled basis. For continuous replica-
tion, Storage Replicator copies a changed block back to the cen-
tral location every time data is written to a file at the remote
office. Alternatively, to maximize network connections for
business-critical production servers, administrators can sched-
ule data replication only during off-peak hours. In addition,
administrators can restrict the amount of bandwidth that is used
for replication to preserve adequate network throughput for
production servers.
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backup administrators can per-
form standard backups con- reporting that includes
sistently for all enterprise data
and can manage replication active alerts, alert history,
jobs at remote offices from the
central location. When neces- configuration settings,
sary, central backup adminis-
trators can restore remote data device summary, event
over the network without
requiring remote office staff to |OQS, media vault
manage and restore the data

contents, and robotic

from tape.
Maximizing resources library inventory.
while reducing costs

Many administrators must strike a balance between implement-
ing cost-saving measures and protecting business-critical data.
Backup and data replication packages such as VERITAS Backup
Exec for Windows Servers and VERITAS Storage Replicator offer
administrators tools to simplify on-site backups and streamline
remote office backups. Such tools help administrators reduce the
cost of data protection and improve the efficiency of remote office
backups through centralized management. &

Sheri Atwood (sheri.atwood@veritas.com) is a senior product manager in the VERITAS®

Business Continuity Group for replication and disaster recovery solutions.

Michael Parker (michael.parker@veritas.com) is a product marketing manager in the
VERITAS Business Continuity Group for Windows data protection solutions. He has a degree
in Economics from Northwestern University.

VERITAS Software Corporation (http://www.veritas.com) is a leading storage soft-
ware company, providing data protection, application performance, storage management,

high availability, and disaster recovery software.

FOR MIORE INFORMATION

VERITAS Backup Exec for Windows Servers:
http://www.veritas.com/backupexec

VERITAS Storage Replicator:
http://www.veritas.com/products/category/
ProductDetail jhtml?productld=storagereplicatornt

VERITAS VISION Utility Computing Conference, May 3—7, 2004:
http://www.veritas.com/vision
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Streamlining

Using Disk-based Protection

Backup and Recovery Operations

IT administrators are straining to protect massive amounts of data in the face of ever-

shrinking backup windows. This article examines how VERITAS Backup Exec™ 9.1

for Windows Servers and VERITAS NetBackup™ 5.0 software can enable [T organizations

to implement a disk-based data protection strategy that helps improve backup and

recovery times while increasing system availability.

BY SCOTT KOSCIUK, MICHAEL PARKER, AND VIARK THOMASON

To help meet stringent system availability requirements,
administrators now can enhance traditional tape-only
backup operations using fast, flexible disk-based backup
and recovery techniques that do not encroach on business-
critical applications. This approach can enable IT organ-
izations to better maintain service level agreements (SLAs)
and to help create more responsive, cost-effective data pro-
tection and disaster recovery strategies.

A high-performance data protection strategy integrates
both disk and tape storage with an optimized backup
application that can streamline backup and recovery oper-
ations. Although disk-based data protection is not likely
to replace tape drives and tape robotics completely, it can
enable more efficient backups and recoveries. For exam-
ple, administrators can perform backups quickly from a
primary disk to a backup disk and then copy the data
from the backup disk to tape for long-term or off-site stor-
age. In addition, the ability to restore data from snapshots
that reside on the primary or backup disk can provide
near-instantaneous data recovery.

www.dell.com/powersolutions

Comparing disk-based to tape-based data protection
Although the throughput and capacity of tape devices has
become competitive with that of disk drives over the past
few years, tape is still a sequential-access medium and as
such can be inflexible and cumbersome compared to disk
media. Moreover, disk-based storage avoids mechanical
delays that are inherent in tape libraries or devices, such
as tape mounting, positioning, and availability. Given the
fast random-access read performance of disk volumes—
especially RAID volumes—administrators can achieve near-
instantaneous disk backups and restores by leveraging
snapshots, which provide a point-in-time image of a client’s
data on local or remote disk storage.

Using disk-resident snapshots, tape backups, or both,
administrators can reduce network backup windows and
free host CPU and I/0 cycles to process business-critical
applications. VERITAS® software enables administrators
to back up data from the snapshot image, instead of
directly from the client’s primary data—thereby allowing
client operations and user access to continue without
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interruption during the backup. In addition, fast disk-based reads
and writes allow administrators to schedule more frequent back-
ups, which help to improve data protection by lowering the inci-
dence of data loss.

When used as backup devices, disks can support simultane-
ous backup, recovery, and duplication operations. To back up
multiple sources to a single tape drive, administrators tradition-
ally use a multiplexing, or interleaving, approach. Multiplexing con-
solidates multiple streams into one stream while writing to a tape
drive. This approach keeps the tape drive spinning, rather than
starting and stopping to wait for additional data. Although multi-
plexing can greatly increase tape device efficiency, its main dis-
advantage can be slow recovery operations. Disk-based storage
eliminates the need for multiplexing because disks are inherently
random access devices.

Given the benefits of disk-based storage, tape may appear to
have little future in data protection. However, tape still provides the
best medium for long-term and off-site storage, which can make tape
an important consideration for disaster recovery and business con-
tinuance planning. In addition, tape technology offers benefits that
disk media has not yet achieved, such as:

» Greater durability: Tapes can survive large drops and
tolerate rough handling better than disk drives, which
need to be carefully packed for shipping.

» Lower unit cost: New large-capacity tapes are bigger and
less expensive than today’s disk drives, providing a lower
cost per megabyte.

Understanding disk-based backup and recovery methods

Five methods of disk-based data protection are currently available:
backup to disk, disk staging, inline copy, synthetic backup, and
instant recovery (see Figure 1).

Backup to disk. The backup-to-disk approach writes the same
data to a file on a disk volume as it would to a file on a tape
volume. Therefore, when a backup-to-disk operation completes,
a single file the size of the backup will exist on the target volume
that contains all the files that were backed up. Products such as
VERITAS Backup Exec™ 9.1 for Windows Servers and VERITAS
NetBackup™ 5.0 software provide administrators with a graphical
user interface (GUI) from which to configure backup-to-disk

Data protection Backup Disk Inline Synthetic Instant
application to disk staging copy backup recovery
VERITAS

NetBackup 5.0 Yes Yes Yes Yes Yes
VERITAS

Backup Exec 9.1 Yes Yes No No No
for Windows Servers

Clients Backup server

High-performance E
disk-based backups
Automated

 ———— DAS, SAN, toma
NAS migration

Disk staging .

storage \ Disk

Tape library

Long-term
storage
Rapid recovery from
disk staging or long-term storage |

Figure 1. Support for disk-based data protection strategies
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Figure 2. The disk staging process

policies and storage designations, and to perform full, archival
backups as well as incremental or differential backups. Both prod-
ucts work with network attached storage (NAS), storage area
networks (SANs), and direct attach storage (DAS).

Disk staging. The disk staging method writes backup data
to a disk cache before sending the data to its final destination,
disk or tape (see Figure 2). The purpose of disk staging is to use
all available media to best advantage. For example, when stag-
ing a backup, administrators first copy the target data onto the
disk cache and later move the backup image to tape according
to the established disk staging schedule. Disk staging enables
administrators to complete backups faster, shortening the backup
window and thereby affecting business applications less than a
direct backup-to-tape method.

The backup data remains in the disk staging storage unit until
either the backup expires, based on the administrator-specified
retention period, or another backup needs space in the disk stag-
ing location. When a backup application such as VERITAS
NetBackup software detects a full disk staging location, it pauses
the backup process, finds the oldest backup image that has been
copied successfully to the final long-term storage destination,
and deletes that data from the staging storage unit. For rapid
restores, NetBackup can retrieve undeleted data from the disk
staging storage unit before requesting the data from the sec-
ondary, long-term storage location.

Inline copy. The inline copy method writes backup data simul-
taneously to multiple destinations, such as disk and tape. Before
the inline copy approach was introduced, administrators were
required to duplicate backup application data as a secondary process,
after they finished the initial backup from the client. By combining
the backup and duplication operations, the inline copy approach
can enable administrators to make an organization’s electronic
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Figure 3. The instant recovery process

data-vaulting procedures more flexible and efficient, conserving time
and IT resources.

Synthetic backup. When system availability requirements do
not allow enough time to complete a full backup, administrators
can create a synthetic backup that is identical to a current full
backup. A synthetic backup assembles data from the system’s pre-
vious full backup and subsequent incremental backups without
involving network resources—the synthetic backup is completed on
the media server. The ability to create synthetic backups can help
administrators meet regulatory or SLA requirements for frequent full
backups when performing actual archival backups over the network
is too expensive or resource-intensive.

To create a synthetic backup, selected data is copied from the
initial full backup and subsequent incremental backups to disk or
tape as a single backup image. To construct a synthetic backup
optimized for high-performance recovery operations, the VERITAS
NetBackup software tracks not only which files were present on the
volume for each backup, but also which data was moved or deleted

since the last full backup. A disk-
Using disk-resident based approach can dramatically
increase the usability and effi-
snapshots, tape backups,  ciency of synthetic backups. For
example, using disk storage for
or both, administrators smaller, more frequent incremen-
tal backups can help administra-
can reduce network tors reduce, if not eliminate, the
requirement to mount a large
backup windows and free number of tapes.

Instant recovery. The instant
host CPU and | / 0 CYC|GS recovery approach helps deliver the
benefits of disk-based data protec-
10 process business- tion without the need to perform
backups or recoveries over the net-

critical applications.

work (see Figure 3). By restoring
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data from snapshots residing on a local disk, administrators quickly
can resolve application corruption and end-user errors such as acci-
dental deletions and overwrites. A scheduled backup creates a local
snapshot on the client’s disk as a background task, without interrupting
the end user’s access to data and without moving the backup data
across the network to a backup server.

The instant recovery process enables administrators to perform
three different types of high-performance recovery operations:

 Block-level restore: Moves only blocks that have changed
since the client’s primary file set was backed up.

« File promotion: Restores a file from one of the disk volume
snapshots to the original volume. Data that has undergone
several changes since the last backup can be recovered more
quickly using file promotion than block-level restore.

+ Image rollback: Instantaneously restores the entire volume
to a previous state and time.

Improving backup and recovery performance

Products such as VERITAS Backup Exec 9.1 for Windows Servers
and VERITAS NetBackup 5.0 software can help administrators imple-
ment a flexible, efficient data protection and disaster recovery
strategy. Disk-based backup and recovery operations help admin-
istrators improve performance substantially over traditional sequen-
tial tape-based backups while offloading the host CPU to help increase
system availability for business-critical applications. &

Scott Kosciuk (scott.kosciuk@uveritas.com) is a product marketing manager for VERITAS

NetBackup.

Michael Parker (michael.parker@veritas.com) is a product marketing manager for
VERITAS Backup Exec.

Mark Thomason (mark.thomason@veritas.com) is a technical product manager for
VERITAS Data Protection Solutions.

VERITAS Software Corporation (http://www.veritas.com) is a leading storage soft-
ware company, providing data protection, application performance, storage management,
high availability, and disaster recovery software.
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VERITAS NetBackup:
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VERITAS VISION Utility Computing Conference, May 3—7, 2004:
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Leveraging the Microsoft Virtual Disk Service Using

(Logic SANsurter VDS Manager

The Microsoft® Windows Server™ 2003 operating system provides enhanced services
for managing storage area networks—including Virtual Disk Service (VDS), a
storage management application that enables administrators to manage volumes across

heterogeneous disk arrays from a single point of control. This article explores how

administrators can simplify storage management using VDS and the graphical user
interface—based QLogic™ SANsurfer” VDS Manager utility.

BY TIM LUSTIG AND KEITH HAGEVMIAN

n the scramble to provide adequate storage capacity for
Irapidly increasing volumes of data and applications,
administrators often must configure disparate disk arrays
from various vendors. Typically, they must use a separate
storage management application for each vendor’s disk
array, incurring additional expenses for software tools
and the staff training to use those management tools.

Storage management applications that provide a cen-
tral point of control and consolidate disparate arrays in a
storage area network (SAN) can help simplify IT admin-
istration and help lower total cost of ownership (TCO) for
heterogeneous disk arrays across a network. Microsoft
has introduced SAN services directly into the Microsoft®
Windows Server” 2003 operating system (OS), including
the Microsoft Virtual Disk Service (VDS). By providing a
common storage management specification, VDS enables
third-party vendors to develop an application that allows
administrators to manage all storage disk arrays from
within the Windows OS, regardless of vendor. Adminis-
trators can create logical storage units (LUNs), RAID sets,
and volumes to manage heterogeneous disk arrays, help-
ing to simplify storage management and lower TCO.

Microsoft VDS provides administrators with remote ses-
sion access to any server on the network and flexible
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scripting to automate routines through a command-line
interface (CLI). Further enhancing usability, the QLogic®
SANsurfer® VDS Manager adds a wizard-based graphical
user interface (GUI) to the VDS platform, which offers both
expert and nonexpert administrators easy and intuitive
device discovery, LUN configuration, health diagnostics
for storage components, and RAID management. The
QLogic GUI scales easily to manage disk and storage sub-
systems ranging from small SAN configurations to com-
plex enterprise SANs, and can help streamline the storage
management process.

Understanding VDS
The hardware-independent VDS storage engine, virtual-
ized in the Windows Server 2003 OS, provides a uniform
interface that enables administrators to manage block
storage within disk arrays. Because VDS enables network
administrators to manage hardware and software vol-
umes within the OS, no specialized training is required;
the look-and-feel of VDS is similar to that of server-based
disk management features for local direct attach disks.
VDS architecture provides a layer of abstraction
that connects storage hardware and SAN management
tools (see Figure 1). From the common VDS interface,
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administrators can detect, configure, and manage LUNSs, config-
uring virtual disks for specific needs directly in the OS.

Support for diverse storage hardware

By providing a standard application programming interface (API) and
implementing a uniform, open architecture for managing disks, VDS
can act as a coordination service that enables support for a broad
range of storage hardware. VDS enables administrators to discover
and configure any storage device equipped with a VDS hardware
provider—the software that makes a product VDS-compatible.

Along with the VDS service, Microsoft provides three tools to
manage storage subsystems: two command-line utilities—DiskPart.exe
and DiskRaid.exe—and a Microsoft Management Console (MMC)
snap-in for Disk Management, which provides a common host envi-
ronment for the third-party hardware provider. DiskPart.exe uses
command sequences to manage storage system objects such as
disks, partitions, and volumes; DiskRaid.exe uses command
sequences to create, configure, and manage LUNs in the RAID
storage subsystems (see Figure 2).

Administrators can take advantage of powerful scripting and
remote-session functionality to manage disks and volumes using the
DiskPart.exe and DiskRaid.exe tools. However, command-line util-
ities require administrators to memorize the commands and syntax—
and administrators must possess expert domain knowledge of the
SAN environment before they can exercise these tools effectively.
Alternatively, the VDS architecture enables administrators to manage
storage systems within Windows Server 2003 using third-party util-
ities such as QLogic SANsurfer VDS Manager, which offers a simple,

efficient alternative to command-line coding.

Simplifying SAN management

QLogic SANsurfer VDS Manager is a point-and-click, GUI-based util-
ity that allows administrators to discover supported storage devices
and servers, including host bus adapters (HBAs), and permits con-
figuration and monitoring of these resources from within Windows
Server 2003. Features include discovery with a logical storage or
server view, binding, volume and disk status, fault analysis, and RAID
configuration and management. The QLogic GUI simplifies storage

Command-line utilities: Third-party management

- DiskPart.exe utilities such as Qlogic
- DiskRaid.exe SANsurfer VDS Manager

¢ ¢ ¢

{ } }

Dynamic disk provider

Disk management:
MMC snap-in

Basic disk provider Hardware providers

STORAGE ENVIRONMENT

mmand Prompt - DISKRAID

C:\uds >DISKRAID

Microsoft Diskraid version 5.2.3775%
Copyright <{c) 2883 Microsoft Corporation
On computer: WINZBB3IRTH

DISKRAID> LIST SUBSYSTEMS

SELECT SUBSYSTEM @
Subsystem @ is now the selected su
DISKRAID> CREATE LUN RAID SIZE=1GB
DISKRAID> LIST LUNS

LUN #i##f Statu Health Device

Online Healthy Simple

Online Healthy Simple

Online Healthy Simple

Online Healthy Simple

Online Healthy RA

Online Healthy RAIDS 1824

Figure 2. The DiskRaid.exe command-ine utility

management further by providing wizards to create, configure,
expand, shrink, and manage LUNs (see Figure 3). SANsurfer VDS
Manager provides one simple interface for configuring cross-platform
hardware, enabling autodiscovery of devices on the network using
the APIs from QLogic HBAs. Microsoft-certified for Windows Server
2003, SANsurfer VDS Manager allows experts and nonexperts alike
to access the full range of VDS features—simplifying storage man-
agement while helping to lower TCO. &

Tim Lustig (tim.lustig@glogic.com) is a business alliance manager for QLogic Corporation.

He is the company's certification alliance program manager for the OLogic VDS project.

Keith Hageman (keithha@windows.microsoft.com) is program manager for the Enterprise

Storage Division at Microsoft Corporation. He is the key technical spokesperson for VDS.

QLogic Corporation (http:;//www.glogic.com) is a leading provider of controllers, host adapters,
switches, and software for storage networks. QLogic has shipped more than 50 million prod-

ucts inside servers, workstations, RAID subsystems, tape libraries, and disk and tape drives.
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Figure 1. The three layers in VDS architecture
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Figure 3. The wizard-based GUI for QLogic SANsurfer VDS Manager
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Simplifying Enterprise Backup and Restore Operations

Using BakBone NetVault

This article examines the deployment, configuration, and manageability of BakBone”

NetVault™ tape backup and restore software. Three enterprise data backup scenarios

are profiled, using NetVault with Dell™ Powerkdge™ servers, Dell PowerVault™ storage,

and a Dell/EMC” storage area network.

BY JOE GALLO

akBone® NetVault™ 7 software is based on a modular,
Bobject—oriented architecture that enables administra-
tors to integrate tape backup and restore operations seam-
lessly with a variety of operating systems, databases and
messaging applications, storage devices, and storage area
networks (SANs). NetVault can be used to configure and
deploy any storage device, as long as the client’s operat-
ing system (OS) recognizes the device and can commu-
nicate with it through a network adapter. As enterprise
IT environments grow and change, NetVault can help
administrators scale out storage configurations quickly
and flexibly to meet business needs.

A NetVault backup and restore configuration com-
prises three main components:

» NetVault server: A backup server that manages
networked as well as direct attach storage devices,
and also maintains a NetVault database of sched-
ules, indexes, logs, and device information

» Client: A host server that participates in the net-
worked backup and restore process

+ SmartClient™: A NetVault client that also is config-
ured with direct attach storage used in the backup

and restore process

Using Dell™ PowerEdge™ servers, Dell PowerVault™ stor-
age, and a Dell/EMC® SAN, BakBone engineers profiled
three common enterprise computing configurations at Dell
labs in October 2003. For each scenario, BakBone engineers
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installed, configured, and demonstrated NetVault running
a complete, error-free restore and backup operation.

Profile 1: Basic enterprise configuration

Once engineers completed the hardware setup for the
basic enterprise configuration, installing the NetVault
software took approximately 15 minutes. The NetVault
software installation does not require administrators to
reboot the servers, which is particularly advantageous in
computing environments that cannot afford downtime.

Application Plugin Module” To enhance NetVault
support for third-party database and messaging appli-
cations, administrators can install an optional Application
Plugin Module (APM™) from the NetVault server. BakBone
offers APMs for Oracle$ Sybase’, Informix$ and various
other applications. Using APMs, NetVault automatically
adds application-specific components to the backup and
restore selection criteria that appear on the NetVault
graphical user interface (GUI). From the common
NetVault GUI, administrators can manage all backup
and restore operations across the SAN, network attached
storage (NAS), wide area network (WAN), or local area
network (LAN).

As enterprise computing environments become more
complex, NetVault can help simplify administration through
policy-based job management tools that allow IT staff
to create editable, reusable job templates. Policy-based
administration can improve productivity and help reduce
human error by enabling administrators to monitor, manage,
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and edit multiple jobs as a single group, or set—and apply job tem-
plates to additional hosts as environments grow.

Profile 2: Enterprise SAN configuration

A major objective in profiling the enterprise SAN environment was
to determine the amount of NetVault reconfiguration that would be
required to migrate from a direct attach SCSI Dell PowerVault 132T
tape library to a PowerVault 132T connected to a SAN. Building upon
the basic enterprise configuration in profile 1, BakBone engineers con-
nected additional servers to the SAN, installed a PowerVault 132T Fibre
Channel bridge module, and linked the bridge to a newly installed
host bus adapter (HBA) in the NetVault server. For this migration,
engineers performed three main NetVault configuration tasks: installing
NetVault SmartClient software on the two new SAN servers; identi-
fying the servers as clients within the NetVault server; and scanning
for shared drives.

Engineers reused the policy management sets they created for
the basic enterprise environment with slight modifications to the
software configuration to recognize the new shared SAN storage. The
NetVault process to reconfigure the direct attach storage model as the
SAN storage model described for this scenario took approximately
30 minutes.

Many backup and restore offerings require administrators to
install shared storage modules on every host that accesses SAN
storage. These modules typically require licenses, which can increase
storage costs. In comparison, NetVault software scans, discovers,
and configures shared storage from the NetVault server instead of
at each client—thereby helping to reduce installation time and lower
costs. For the enterprise SAN configuration profile, engineers quickly
configured NetVault to the shared storage option—which is required
only on the NetVault backup server.

A modular, object-oriented approach to storage architecture
enables NetVault to work with virtually all types of storage devices.
Because many administrators are more familiar with backup and
restore techniques involving tape drives and slots than physical disks,

PowerEdge 2650 server

PowerEdge 2650 server Red Hat Linux Advanced

Red Hat® Linux® Advanced
Server 2.1

Server 2.1
MySaL™ APM

PowerEdge 2650 server
Novell® NetWare® 6.0

LAN | I

| PowerConnect™ 5224
5 Gigabit Ethernet switch

PowerVault 775N NAS server |
NetVault server
NetVault virtual disk library ‘

PowerVault 132T
tape library

PowerEdge 6650 server
Microsoft® Windows® 2000 Server
Microsoft SQL Server™ APM
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NetVault displays physical disk space as virtual disk libraries (VDLs).
Having a common interface for managing different types of storage
media allows IT staff to implement new backup and restore strate-
gies quickly and flexibly.

For the enterprise SAN configuration, BakBone engineers cre-
ated a four-tape-drive, 30-slot VDL using a Dell/EMC® CX600 Fibre
Channel storage array. Engineers then created a backup policy to
back up the VDL. The policy also specified that a copy from the
VDL backup data be created on the PowerVault 132T tape library.
The NetVault VDL software configuration and the creation of a
backup policy were accomplished in minutes.

Profile 3: Enterprise NAS configuration

In an enterprise NAS environment, a NAS server such as the Dell
PowerVault 775N can be used as the NetVault backup server (see
Figure 1). After creating a direct SCSI connection between the
PowerVault 132T tape library and the PowerVault 775N server,
BakBone engineers installed the NetVault server software. The entire
NAS configuration—including VDL and tape library initializations
as well as policy management set creation—was completed in approx-
imately three hours.

When a PowerVault 132T tape library is directly attached to a
NAS device with NetVault installed, the maximum number of con-
current tape backup jobs is not restricted to the number of physi-
cal tape drives. That is, backup jobs can be copied to a VDL
before—or instead of—the physical tape device. Because VDLs can
be configured with an unlimited number of virtual tape drives, they
overcome the limitations of a physical tape drive library. In this way,
VDLs enable administrators to perform multiple backup jobs from
different servers concurrently.

Implementing VDLs also can help administrators improve tape
backup performance by eliminating the bottlenecks that can occur
between data and tape when backup data streams are slow. After
the initial backup, NetVault copies the backup data from the VDL
to the physical tape library at SCSI bus speeds.

Enterprise-class restore and backup

Modular, object-oriented architecture enables adminis-
trators to deploy various NetVault configurations quickly
and easily. In addition, NetVault can help simplify sys-
tems management in heterogeneous environments
by allowing IT staff to administer both tape-based and
disk-based storage from a common GUI. Such flexibility
and ease of use help make NetVault a cost-efficient
backup and restore option for scalable enterprise com-
puting environments. &

Joe Gallo (joseph.gallo@hakhone.com) is a senior sales engineer for BakBone

Software, Inc. He specializes in developing backup and disaster recovery plans

Figure 1. Enterprise configuration using NAS
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ating to Industry-Standard
it Architectures

Deployments of industry-standard servers have grown quickly in the past decade. With

the emergence of industry-standard 64-bit computing, many IT organizations no longer

are deciding whether to migrate to a 64-bit platform, but when and where to migrate.

This article can help administrators evaluate and begin planning that migration.

BY JOHN FRUEHE

he Intel® Xeon™ processor with 64-bit extension tech-

nology is designed to provide standards-based 64-bit
computing and large-memory addressability with complete
32-bit compatibility. This innovation, along with other
core technology enhancements, enables administrators
to run 64-bit and 32-bit applications simultaneously while
improving the performance of 32-bit applications. In addi-
tion, 64-bit extension technology helps IT organizations
that purchase Intel Xeon processor-based servers to pro-
tect their capital investments. Administrators can migrate
to 64-bit applications on the same hardware platform
when software support becomes available.

As organizations review their IT strategy, they face a
new decision-making process. For many, it is no longer
whether they migrate to 64-bit servers built on an industry-
standard platform, but where and when they will make
this move. Migration planning has assumed strategic impor-
tance now that administrators have several 64-bit envi-
ronments from which to choose. Previously, most IT
organizations had not considered 64-bit computing criti-
cal for the countless infrastructure, Web, and general busi-
ness applications because of unclear performance gains and
the sheer scope of work involved in a comprehensive

migration. Soon 64-bit extension technology from Intel

POWER SOLUTIONS

will help change the equation by bringing 64-bit comput-
ing to a new level of flexibility and price/performance.

Until now, cost and complexity have dictated how IT
organizations deployed 32-bit and 64-bit systems: gener-
ally, infrastructure applications remained on 32-bit plat-
forms while business logic applications ran on 64-bit
platforms. Compared to proprietary RISC systems, a
platform using industry-standard 64-bit Intel® Itanium®
processors can offer compelling price/performance advan-
tages for compute-intensive applications such as database
transaction processing. As a result, many enterprises have
conducted a cost/benefits analysis and decided to move
business-critical applications to Itanium-based platforms.

Operating systems, drivers, and applications—the
complete platform software stack—must be modified to
take advantage of 64-bit computing. For this reason, IT
administrators can benefit from a practical, methodical
migration approach. To map out a successful strategy for
migrating to 64-bit computing, administrators should
consider the following:

+ What applications are good candidates for migra-

tion? Database and heavy-workload business appli-
cations usually top the list.
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» Which target architecture is best suited to the applications
being migrated? Intel offers two industry-standard 64-bit
architectures: the Intel Itanium 2 and Intel Xeon processors.

* Which operating system, applications, and drivers does the
enterprise platform require—and are they all available in
64-bit versions? For example, the servers may run Microsoft®
Windows® or Linux® operating systems; Microsoft SQL
Server’, Oracle$ or SAP® databases; and RAID, Fibre Channel,
or LAN storage environments.

» What services are required to assist in a successful transition?

The effect of processor architecture on applications

When choosing the most appropriate processor architecture, admin-
istrators first must determine the performance parameters of each
application and how the application handles data. Memory size and
data width of the processor execution path can be key performance
factors for the overall system. However, their impact may vary from
moderate to massive depending on the specific application and IT
environment. Data-handling and memory size factors that help deter-
mine a suitable processor architecture include:

 Sequential versus random requests: Video decoding and
streaming, for example, require a continuous set of sequen-
tial and structure calculations that take full advantage of
64-bit platform performance. In contrast, file-and-print
sharing requires the processor to address multiple low-level
requests from multiple users in a random fashion, making it
less processor-dependent.

+ Logic-based versus load-based requests: For example, life
sciences applications tax the processor heavily by requiring
large, complex algorithms and floating-point calculations.
Domain Name System (DNS) and Secure Sockets Layer (SSL)
applications use simpler algorithms but perform these calcu-
lations repeatedly.

* Memory set: The amount of memory that is utilized by the
application can have a tremendous impact on overall system
performance. For large memory requirements, 64-bit plat-
forms help improve performance by providing a large
addressable memory space.

Applications generally fall into three categories based on usage:

» Compute-intensive: Vertical and business-critical applica-
tions are included in this category, such as life sciences and
high-performance computing; back-end database applications
such as SQL Server, Oracle, and IBM DB2® software; business

applications such as customer relationship management
(CRM) and enterprise resource planning (ERP); and e-business
applications such as online commerce stores. These applica-
tions can benefit from 64-bit processors.

+ Compute/load-balanced: Infrastructure-based applications
are included in this category, such as Internet caching, secu-
rity, DNS, Dynamic Host Configuration Protocol (DHCP),
SSL, and database front ends. These applications may or may
not benefit from 64-bit processors, so IT administrators
should evaluate the environment before deciding to migrate.

+ Standard infrastructure: Simple file-and-print sharing,
resource sharing, and less critical single-use/low-volume busi-
ness applications are included in this category. In general,
standard infrastructure applications are less processor-intensive
and thus will not benefit as much from 64-bit processing as
compute-intensive and compute/load-balanced applications.

Once administrators have categorized applications, they can
determine which of the three architectural platforms—32-bit, 64-bit
extension technology, or 64-bit—best suits their needs. Figure 1
describes the three Intel processors that correspond to these platforms.

The 1A-32 platform

Although a large portion of the existing software based on 32-bit Intel
Architecture (IA-32) will not be migrated to 64 bits for some time,
the 64-bit extension technology that will be included in Intel Xeon
processors will maintain compatibility with this 32-bit software.!
Several performance-enhancing innovations that Intel has added
with 64-bit extension technology include faster CPU frequency, faster
frontside bus speed, PCI Express™ /0 and graphics, and support for
next-generation double data rate (DDR2) memory. However, many
commercial and internally developed server applications were writ-
ten on and for 32-bit architectures and have inherent limits therein,
such as 2 GB memory space. Even as server consolidation occurs,
such applications derive little benefit from the wider execution paths
and increased memory capacity of 64-bit computing. Although they
may eventually move to 64-bit extended architectures, these appli-
cations most likely will remain in 32-bit mode.

The 64-bit Intel Itanium 2 architecture

The Intel Itanium 2 architecture provides the top raw TPC-C perfor-
mance of any Intel processor at a compelling price relative to RISC
platforms—offering a robust, mature 64-bit environment for
standards-based systems.2 These characteristics make Itanium 2-
based servers an appealing alternative to more expensive, propri-
etary 64-bit architectures.

1The 32-bit applications will need to be recertified to run on a 64-bit operating system.

2 Results for both performance and price/performance are based on TPC-C benchmarks as of February 17, 2004. Current results can be found at http://www.tpc.org.
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Intel Xeon processor

Intel Xeon processor with 64-bit Intel Itanium 2
(32 bits) extension technology processor (64 bits)
32-hit mode Native Native Through emulation layer
64-bit mode No Through extension Native
technology
System bus 533 MHz, 64 bits wide; | 800 MHz, 64 bits wide; | 400 MHz, 128 bits wide;
up to 4.3 GB/sec up to 4.3 GB/sec up to 6.4 GB/sec
bandwidth bandwidth bandwidth
Cache (level 2/level 3) | 512 KB/up to 2 MB 512 KB/up to 2 MB 512 KB/up to 6 MB
Memory addressing 32 bits (4 GB) 36-40 bits (1 TB) 50 bits

(1024 TB, or 1 PB)

Error recovery on data
bus (error-correcting No No Yes
code or retry)

Lockstep support No No Yes
Corrupted data No No Yes
containment

Support for IBM

Chipkill™ memory Yes Yes Yes
feature, retry on

double bit

Memory spares Yes Yes Yes

Figure 1. Comparing three Intel architectures: 32-bit Intel Xeon processor, Intel Xeon processor with 64-bit
extension technology, and 64-bit Intel Itanium 2 processor

High-performance computing applications such as technical
computations, life sciences, oil and gas research, and graphical ren-
dering can take advantage of Itanium 2 architecture, mostly in dual-
processor configurations. Business applications, databases, and
other compute-intensive applications now are available to run on
[tanium 2 versions of both Linux and Microsoft Windows Server™
2003 operating systems.3 These applications have been developed
and tuned specifically to run on Intel Itanium 2 processors and to
take advantage of large 64-bit instructions and memory sets. Access
to large amounts of memory helps these applications run faster
because they use a flat memory address space and rely less on
resource-intensive memory managers and paging to hard drives.

The Intel Xeon processor with 64-bit extension technology

By introducing 64-bit extension technology into the Intel Xeon
processor family, Intel is creating a new class of 64-bit computing.
This technology builds on the existing 32-bit Intel architecture and
is expected to provide a more flexible, lower-cost platform than
Itanium 2—supporting both 32-bit and 64-bit computing for appli-
cations that can benefit from features such as 64-bit operations and
large addressable memory capacity.

The Intel Xeon architecture with 64-bit extension technology is
designed to execute instructions at both 32-bit and 64-bit levels. As
a result, it can be advantageous for mixed-purpose or infrastructure
servers that are running a variety of applications on a single platform.
Applications such as directory services, DNS, database front ends, and
eventually messaging and groupware can benefit from 64-bit exten-
sion technology because it is expected to provide not only greater

SCALABLE ENTERPRISE

performance than the existing 32-bit Intel Xeon architecture but, more
importantly, better price/performance relative to Itanium 2 for the large
number of servers often required to deliver such services.

Software support for 64-bit platforms
The key advantage of 64-bit extension technology is the ability to
move applications from a 32-bit environment to a 64-bit environ-
ment on existing hardware as soon as software support becomes
available. Therefore, administrators should assess the availability of
software support before committing to a migration timeline.
Although legacy 32-bit operating systems, applications, and driv-
ers are supported seamlessly on 64-bit extended platforms, to run in
true 64-bit mode the entire software stack must be recompiled for
64-bit extension. Today, most Linux variants are available for 64-bit
extended systems. Microsoft has announced that it plans to release
a version of Windows Server 2003 for 64-bit extended systems to com-
plement its 32-bit and Itanium versions of Windows Server 2003. Note:
Itanium-based software does not run on 64-bit extended systems, and
64-bit extended software does not run on Itanium-based systems.
Applications also must be written to support 64-bit extended systems.
Once administrators have determined the hardware platform,
ensuring that appropriate drivers exist for all peripherals is a criti-
cal step in the migration process. Device drivers that were written
for 32-bit operating systems will not work on 64-bit operating sys-
tems, including Itanium and Intel Xeon in 64-bit mode. Any 64-bit
operating system, including Windows and Linux, will require its own
set of drivers and many of those drivers will not be delivered by
the operating system vendor, but rather by the device manufacturer.

The future of 64-bit technology

Intel offers two industry-standard 64-bit architectures for extending the
IT infrastructure: Itanium 2, which provides high raw performance,
and Intel Xeon with 64-bit extension technology, which provides excel-
lent price/performance. At the same time, 32-bit applications will con-
tinue to have a place in the IT environment, regardless of whether
they run on 32-bit or 64-bit extended systems. The flexibility in
64-bit extended systems enables 32-bit applications to run in a mixed
environment alongside 64-bit applications on the same server. Because
these different platforms require different operating systems, drivers,
and applications, administrators must consider software support when
planning a migration. From the hardware platforms to the drivers, oper-
ating systems, and applications, everything must be designed to work

in a 64-bit environment to maximize performance. &

John Fruehe (john_fruehe@dell.com) is a marketing strategist for the Dell Enterprise
Product Group. He has worked at Dell for more than 7 years; prior to that, he was at Compag
and Zenith Data Systems. John has a B.S. in Economics from lllinois State University and

has been in the technology field for 13 years.

3 For a list of 64-bit applications certified to run on Intel ltanium 2 processors, visit http://www.intel.com/cd/ids/developer/asmo-na/eng/catalog/processor/itanium/index.hm.
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Scaling Out

Microsoft Exchange 2000 Server

with Dell PowerEdge 6650 Servers

42

This article examines the scalability and performance of two Dell™ Powerkdge™ 6650
servers running Microsoft” Exchange 2000 Server. The fourprocessor Dell servers were
connected to a Dell/EMC” CX600 storage array, which supported a storage area network.
In tests using the Microsoft LoadSim 2000 tool, the PowerEdge 6650 servers sustained
a maximum of 24,000 simulated Microsoft Outlook” users—indicating that the
PowerEdge 6650 server can be an excellent platform for Exchange 2000 Server

Messaging environments.

BY FATIMA HUSSAIN AND SCOTT STANFORD

s messaging workloads increase in today’s business
Aenvironments, administrators typically implement
one of two common approaches to satisfy the need for
more processing and I/O capacity. Scaling up is based
on a monolithic model that concentrates the workload
on a single server containing eight or more processors.
Although this approach can satisfy immediate and
near-term processing needs, scaling up can require
costly, proprietary systems that often do not have the
logical or physical flexibility to meet rapidly changing
business needs.

An alternative method, scaling out, follows a modu-
lar model that distributes the workload among a number
of smaller servers configured with one, two, or four proces-
sors. This approach can help administrators create a
dynamic and flexible architecture that comprises cost-
effective, industry-standard servers to address constantly
evolving business computing requirements. For messag-

ing environments, scaling out can provide performance

POWER SOLUTIONS

advantages over scaling up—such as lower latency and
higher messaging throughput.

This article explains how the modular approach can
help administrators achieve high performance and scala-
bility in an enterprise messaging environment. In July
2003, a Dell” team tested a two-node configuration of Dell
PowerEdge™ 6650 servers running Microsoft® Exchange
2000 Server. The default Microsoft LoadSim 2000 MAPI
(Messaging Application Programming Interface) Messag-
ing Benchmark 2 (MMB2) profile was used to simulate
Microsoft Outlook® user actions and profiles representing

various workload scenarios.

Configuring the test environment

The test environment consisted of two Dell PowerEdge
6650 servers, a Dell PowerEdge 1650 server, a Dell
PowerConnect™ 5224 switch, a Dell/EMC® CX600 stor-
age array, and 16 clients. All three servers used the
Microsoft Windows® 2000 Advanced Server operating
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Dell LTO-2 products keep pace with your growing backup needs.

Your organization’s data may be increasing exponentially, but your backup window isn't. Chances are, your

T staff must perform backups overnight in only four to five hours—no matter how much data is involved.
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Dell helps enterprises meet the challenges of rapid data growth and shrinking backup windows with the Del
PowerVault" series of Ultrium® 2 LTO (LTO-2) tape backup products. Featuring powerful second-generation

Linear Tape-Open™ (LTO®) technology, Dell LTO-2 products are optimized to provide both speed and capacity:

+ Qutstanding performance: A data transfer rate of up to 70 MB/sec.'

= High-capacity media: Up to 400 GB capacity per cartridge can mean fewer cartridges to purchase

Dell” PowerVault™ 10T LT0-2 tape drive and store, which can help save you money.?
(external model shown)

= Open standards: LTO open standards foster competitive pricing and a format that has broad

industry acceptance.

Best of all, the LTO roadmap projects the potential to
double capacity and performance in each successive
generation, and supports comprehensive backward
compatibility.® Dell LTO-2 drives are available in the

PowerVault 110T (as a stand-alone unit or configured

internally on select PowerEdge™ servers) and in

Dell PowerVault 132T, 136T, and 160T LTO-2 tape

libraries. To learn more, visit www.dell.com/storage.

Dell™ PowerVault™ 132T, 136T, and 160T LTO-2 tape libraries
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100 Mbps full duplex

PowerConnect
5224 switch

16 clients ‘

1 Gbps full duplex

3 [}
PowerEdge 1650
Dell/EMC CX600 running
storage array Active Directory
i l i |
PowerEdge 6650 PowerEdge 6650
running running
Exchange 2000 Server Exchange 2000 Server

Figure 1. Network configuration for Microsoft Exchange 2000 messaging environment

TUNING WINDOWS 2000 ADVANCED SERVER

To tune the Windows 2000 Advanced Server OS for Exchange 2000
Server, the Dell test team added the /3GB switch to boot.ini:

[boot Tloader]

timeout=30

default=multi(0)disk(0)rdisk(0)partition(2)\WINNT

[operating systems]

multi(0)disk(0)rdisk(0)partition(2)\WINNT="Microsoft
Windows 2000 Advanced Server" /3GB /fastdetect

For more information, see the Microsoft Knowledge Base article
(ID number 266096) online at http://support.microsoft.com.
The team allocated the following sizes to NTFS units:

+ Information Store transaction logs: 8 KB
+ Information Store databases: 16 KB
« Operating system: default

The HeapDecommitFreeBlockThreshold registry key enables Exchange
administrators to better control how memory is handled as it frees up.
To help mitigate the potential for virtual address fragmentation, the
Dell test team set this key to the Microsoft-recommended value: under
HKEY _LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Session
Manager, the team set the HeapDecommitFreeBlockThreshold data type
to REG_DWORD and the value to 0x00040000 (hex).

For more information, see the Microsoft Knowledge Base article
(ID number 315407) online at http://support.microsoft.com.

system (OS). The two PowerEdge 6650 servers ran Microsoft
Exchange 2000 Server, Enterprise Edition; the PowerEdge 1650
server ran the Microsoft Active Directory® directory service.
Each PowerEdge 6650 server was configured with four Intel®
Xeon™ processors MP at 2.0 GHz and 2 MB level 3 (L3) cache. Other
configuration settings for the PowerEdge 6650 were as follows:

* 4 GB double data rate (DDR) SDRAM

+ Eight 512 MB dual in-line memory modules (DIMMs)

+ One Intel PRO/1000 XT Gigabit Ethernet! network interface
card (NIC)

 Two QLogic® 2340 host bus adapters (HBAs)

* One PowerEdge Expandable RAID Controller, Dual Channel
(PERC 3/DC) with 128 MB cache and internal and external
channels

» Two 18 GB Ultra320 SCSI hard drives at 15,000 rpm

The PowerEdge 6650 servers supported two storage groups,
four mail databases, and two transaction logs. Public folder infor-
mation was housed in one of the database logical storage units
(LUNS) on each server. The PowerEdge 6650 servers used hardware
RAID-1 containers for the OS and Exchange files.

The 1U PowerEdge 1650 was configured with 4 GB of RAM,
an embedded Gigabit Ethernet network adapter, and two Intel®
Pentium® III processors at 1.4 GHz with 256 MB of level 2 (L2) cache.
Windows 2000 Advanced Server and the Active Directory database
and logs were housed on a RAID-1 mirrored volume controlled
by the server’s embedded PERC 3, Dual Channel integrated
(PERC 3/Di). The third disk in the PowerEdge 1650 was dedicated
as a hot spare.

As shown in Figure 1, the servers and clients were intercon-
nected using a Dell PowerConnect 5224 Gigabit Ethernet switch.
The Active Directory and Exchange servers were linked at 1 Gbps
full duplex to minimize any network-related latency. All clients
were connected at 100 Mbps full duplex. The test team used
Dell OpenManage™ Server Assistant version 7.4 to configure all
three servers, and Dell OpenManage Systems Management
version 3.4 to administer them.

Minimizing bottlenecks in the test configuration

To focus on measuring performance and scalability at the proces-
sor level, the test team configured the storage subsystem to
reduce I/O-related bottlenecks. Although RAID-10 and RAID-5 are
common fault-tolerant options for databases and transaction
logs, the additional latency inherent in fault-tolerant RAID
subsystems can create a performance bottleneck under heavier

1 This term does not connote an actual operating speed of 1 Gbps. For high-speed transmission, connection to a Gigabit Ethernet server and network infrastructure is required.
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Figure 2. Processor utilization for two-node PowerEdge 6650 configuration as Exchange 2000 Server
workload increased

workloads. For that reason, the For messaging environ-
Dell team tested the scale-out
configuration using RAID-0 for ments, scaling out can
the database and transaction log
LUNs, which shifted any poten- provide performance
tial resource bottlenecks to the
processors. advantages over scaling

The team also tuned Microsoft
Windows 2000 Advanced Server,

Microsoft

up—such as lower

Active Directory,
Microsoft Exchange 2000 Server, |8'[8ﬂCY and h|gher
and the network adapter settings
to minimize any other potential messaging throughput.
bottlenecks. For more information,

see “Tuning Windows 2000 Advanced Server” and “Optimizing

Exchange 2000 Server.”

Building the storage area network

To build the storage area network (SAN), the test team used a
Dell/EMC CX600 storage array, which can support up to 16 Fibre
Channel or ATA disk array enclosures. The Dell team used Dell/EMC
DAE2 disk array enclosures, which can hold up to 15 drives.

Using EMC Access Logix™ software to provide LUN masking
between the two PowerEdge 6650 servers, the test team created
two storage groups, one for each server. Within each storage
group, one Dell/EMC Fibre Channel DAE2 disk array enclosure
hosted a 12-drive LUN. The team used this LUN to create two
dynamic NT file system (NTFS) volumes to support each server’s
Exchange transaction logs. Eight additional DAE2 enclosures were
allocated evenly between the two storage groups so that each
server had 60 drives available for four 15-drive database LUNs.
From these four LUNs per host, four dynamic NTFS volumes
were created to support each of the mail databases. For more

Figure 3. SMTP and Information Store queues for two-node PowerEdge 6650 configuration as Exchange
2000 Server workload increased

details on the SAN configuration, see “Configuring the Dell/EMC
CX600 SAN.”

Analyzing the performance data

The Dell test team focused on the scalability and performance of
the two PowerEdge 6650 servers as the Exchange workload increased.
Exchange 2000 Server data and OS performance monitor (perfmon)
data were used to evaluate system performance using critical
application and server health parameters, and to determine at what
point messaging workloads were no longer sustainable. Processor
utilization, the Exchange Information Store mailbox send queue
size, Simple Mail Transport Protocol (SMTP) local queue lengths,
and 95th percentile response times2 were some of the key metrics
used for this comparative analysis.

Figure 2 presents processor utilization across the two-node con-
figuration as workload increased, showing both the average uti-
lization and the utilization for the Active Directory service. Figure 3
illustrates the effect of increasing workload on SMTP and the Infor-
mation Store, and Figure 4 shows the effect that scaling out has on
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22,000 users

=
o
\

[ 24,000 users

=}
=)

[}
o

N
[}

Response time (milliseconds)
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Figure 4. Latency (95th percentile response times) for two-node PowerEdge 6650 configuration as
Exchange 2000 Server workload increased

2The 95th percentile response time is a measurement used to determine how quickly the Exchange 2000 Server application responds to LoadSim 2000 client actions. Response time is measured in milliseconds.
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latency. The two-node PowerEdge
6650 configuration performed well
as the workload increased from
14,000 to 24,000 MMB2 users,
with slight performance degrada-
tion under heavier loads.

For the test results presented in
Figures 2, 3, and 4, the Dell team
enabled Intel Hyper-Threading
Technology—a feature of the Intel

Xeon processor. Hyper-Threading PowerEdge 6650 servers
Technology can help improve
processor resource utilization by running Windows 2000

making one physical processor
appear to the OS as two proces-
sors.3 To further illustrate the

performance capabilities of the PowerEdge 6650 server, the test
team compared the performance of the two-node configuration with
Hyper-Threading enabled and disabled. As the results in Figure 5
show, Exchange 2000 Server performance was significantly enhanced

when Hyper-Threading Technology was enabled.4

Scaling out Exchange 2000 to attain key advantages

IT organizations can benefit in several ways from scaling out Exchange
2000 Server on Dell PowerEdge 6650 servers running Windows 2000

Advanced Server:

+ Extensible, modular design: The two-node PowerEdge 6650
configuration can support various Active Directory and IP site

IT organizations can
benefit from extensible,
modular design when
scaling out Exchange

2000 Server on Dell

Advanced Server.

12,000 14,000 14,000
MMB2 users MMB2 users MMB2 users

HyperThreading enabled No No Yes
Average processor utilization (%) 35.20 41.06 26.28
Average SMTP local queue length 6.10 9.41 8.32
Avgrage Information $tnre 5.60 9.20 1796
mailbox send queue size
95% latency (milliseconds) 81 80 78
Active Directory processor utilization (%) 15.40 1793 17.74

Figure 5. Exchange 2000 Server performance for two-node PowerEdge 6650 configuration with Hyper-
Threading Technology enabled and disabled

topologies, connectors, and Exchange 2000 organizational

and routing group boundaries.

 Cost-effective memory architecture: Distributed nodes with
two to four processors and 4 GB of RAM more closely match

the Exchange 2000 memory architecture. Systems with more

than four processors typically need greater memory to sup-

port those processors even though Exchange 2000 uses only
2.8 GB of RAM per server.
+ Fault tolerance: Setting up two nodes as a failover cluster

can help prevent data loss. If one server fails, the other node

can take responsibility for the failed server.

+ Intel Hyper-Threading Technology: When running

Windows 2000 Advanced Server, the four-processor

PowerEdge 6650 server can take advantage of the

Hyper-Threading Technology of its Intel Xeon processors,

so that the four physical processors act as eight virtual

processors. Servers with eight physical processors must

OPTIMIZING EXCHANGE 2000 SERVER

To further tune Exchange 2000 Server, the Dell test team set the
msExchESEParamLogBuffers integer value to 500. Tuning can be per-
formed regardless of configuration—whether in a single-node, scale-out,
or clustered environment. For more information, see the Microsoft Exchange
2000 Internals: Quick Tuning Guide online at http://www.microsoft.com/
technet/treeview/default.asp?url=/technet/prodtechnol/exchange/
exchange2000/maintain/optimize/exchtune.asp.

To optimize Exchange 2000 Server for the Windows 2000 Server OS,
the team configured the DSAccessCache by adjusting the cache
expiration time, the maximum cache size (memory), and the maximum number

of entries. Under HKEY _LOCAL_MACHINE\System\CurrentControlSet\
Service\MSExchangeDSAccess\Instance(, the team set the following
data types and values:

« CacheTTL: REG_DWORD, 0x600
- MaxMemory: REG_DWORD, 0x3200000
- MaxEntries: REG_DWORD, 0x0

For more information, see the Microsoft Exchange 2000 Server Resource

Kit, pp. 901-903.

3 For more information about the potential benefits of HyperThreading Technology, please visit http://www.intel.com/ebusiness/hyperthreading/server/index.htm.

4 For more information about the potential benefits of HyperThreading Technology for Exchange workloads, see “Impact of HyperThreading Technology on Exchange 2000 Performance” by Scott Stanford and

Ramesh Radhakrishnan, Ph.D., in Jell Power Solutions, August 2002.
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CONFIGURING THE DELL/EMC CX600 SAN

Several configuration settings can help optimize SAN performance within
an Exchange 2000 Server messaging environment. The Dell test team
configured the cache for the Dell/EMC CX600 storage array with the
following settings:

Page size: 4 KB

Low watermark: 60

High watermark: 80

- Storage processor: enabled for read and write caches

- Logical disks: write cache enabled; read cache disabled

Memory for the SAN was allocated as follows:

- Storage processor memory: 8 GB total
« Read cache memory: 100 MB per storage processor
« \Write cache memory: 2 GB per storage processor

The Dell/EMC CX600 storage array ran the following software revisions:

« Base software: 02.04.1.60.5.007

- Management user interface: 6.4.1.0.0

- Management server 6.4.0.5.2

« EMC Navisphere® Manager: 6.4.0.5.2

- Navisphere agent and command-ine interface (CLI): 6.4.0 (5.2)

use the Windows 2000 Datacenter Server OS to take advan-
tage of Hyper-Threading Technology, because Windows
2000 Advanced Server cannot support the 16 virtual proces-
sors that would be created.

» Reduced Active Directory utilization: Because each server
can have its own cache, localized DSAccessCache instances
on each Exchange server help to reduce Active Directory
utilization and improve response times for client requests. In
a monolithic server configuration, all clients are dependent
on a single DSAccessCache.

The testing performed by the Dell team demonstrates how a
modular approach can help administrators improve the performance
and scalability of a Microsoft Exchange 2000 messaging environment.
By scaling out PowerEdge 6650 servers, administrators can achieve
lower latency and higher messaging throughput while building a flex-
ible IT infrastructure that is responsive to ever-changing computing
needs. Scaling out a cluster with one-, two-, or four-processor servers
can be more cost-effective by using industry-standard components;
more flexible by allowing servers to be added or removed easily; and
more fault-tolerant by avoiding the single point of failure inherent in
a scale-up configuration. &

Fatima Hussain (fatima_hussain@dell.com) is a systems engineer and a senior analyst in
the Server and Storage Performance Analysis Group at Dell. She has worked on Exchange bench-
marking and scale-out studies, but her current work focuses on running microbenchmarks—
such as Linpack, Stream, SPEC” CPU2000, SPECjbb’ and LMbench—on current and next-generation
server platforms to identify bottlenecks in the system architecture and to compare performance
across systems. Fatima has a B.S. in Electrical and Computer Engineering from The University
of Texas at Austin.

Scott Stanford (scott_stanford@dell.com) is a systems engineer in the Server and
Storage Performance Analysis Group at Dell. His current work focuses on Exchange Server
benchmarking. Scott served in the U.S. Peace Corps in Nepal and with the U.S. Army, 24th
and 3rd Infantry Divisions. Before Dell, he worked in the public sector as an information
services manager. He has an M.S. in Community and Regional Planning from The University
of Texas at Austin and a B.S. from Texas AGM University. Scott is A+ and N+ certified and
a Microsoft Certified Systems Engineer (MCSE).

FOR MORE INFORMATION

Dell PowerEdge 6650:
http://www 1.us.dell.com/content/products/productdetails.aspx/
pedge_66507c=us&cs=bbb&l=en&s=biz

Microsoft Exchange Server:
http://www.microsoft.com/exchange
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ocaling Out Veb Server Performance

on Dell PowerEdge 6650 Servers

A Dell™ team tested Web server performance on Dell PowerEdge™ servers using
the industry-standard SPECweb®99_SSL Web server benchmark. Measuring perfor-
mance of a single PowerEdge 6650 server and then comparing it to two clustered

PowerEdge 6650 servers indicated that near-linear scaling can be achieved.

BY DAVID J. MORSE

As organizations grow, they may need to scale out
their Web sites by adding more servers. To test the
Web-serving performance of Dell™ PowerEdge™ 6650
servers, in September 2003 the Dell Server Performance
and Analysis team used an industry-standard bench-
mark to simulate heavy Web server workloads, first on
a single server and then on a two-node cluster. The
benchmark results showed that a single PowerEdge
6650 could sustain 2,177 simultaneous Secure Sockets
Layer (SSL) Web server connections. A cluster of two
identically configured PowerEdge 6650 servers sus-
tained 4,224 connections—a scaling factor of 1.94. This
near-linear scaling indicates that administrators can
achieve excellent price/performance by adding servers
to their environments as workload demand grows.

Exploring benchmark results for a single server

To test Dell PowerEdge 6650 performance, the Dell team
chose the SPECweb®99_SSL benchmark, an industry-
standard benchmark developed by a consortium of software
and hardware vendors. The SPECweb99_SSL benchmark

www.dell.com/powersolutions

stresses several subsystems—especially CPU and
networking—by simulating a typical Web server work-
load and measuring the maximum number of simulta-
neous connections that a server can sustain. The
SPECweb99_SSL benchmark, which is based on the
SPECweb99 benchmark, adds SSL protocol support.

For the first test, the team used one Dell PowerEdge 6650
server with four Intel® Xeon™ processors MP at 2.8 GHz
and 16 GB of RAM, running the Red Hat® Linux® 8.0 oper-
ating system. The team selected Zeus Web Server™ 4.2 r2
for its ability to sustain high HTTP SSL loads.

Because SPECweb99_SSL primarily stresses the CPU
and network subsystems, the internal storage in the
PowerEdge 6650 was sufficient. The team used one 36 GB,
15,000 rpm drive for the operating system and config-
ured four 18 GB, 15,000 rpm disks as a software RAID-0
ext2 file system for the Web server file set and logs.

The team used one Dell PowerConnect™ 5224 network
switch. One Intel PRO/1000 MT Dual Port Server Adapter
received requests from seven clients, which simulated

Web browsers to put the server under a heavy load. This
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configuration enabled the single-server PowerEdge 6650 to sustain
2,177 simultaneous SPECweb99_SSL connections.!

Exploring benchmark results for two servers

For the test of the two-node cluster, the team used the same server
hardware and software: two PowerEdge 6650 servers, each with
four Intel Xeon processors MP at 2.8 GHz and 16 GB of RAM, run-
ning Red Hat Linux 8.0 and Zeus Web Server 4.2 r2.

One important addition, however, was a dedicated Gigabit
Ethernet? link between the two Web servers. This link allowed files
that changed dynamically during the run to be stored locally on one
server but remain accessible to the other through Network File
System (NFS), a network file system commonly used in UNIX® envi-
ronments. The Dell team configured half of the clients to request
Web pages from the first Web server and configured the other half
to request pages from the second server. This arrangement resem-
bles a real-world scenario in which a network load balancer, such
as a PowerEdge Load Balancing Server-BIG-IP® Powered, routes
browser requests intelligently to the least utilized server. Figure 1
shows the layout of the two-node cluster.

Using two PowerEdge 6650 servers, the cluster sustained 4,224
simultaneous connections.3 As shown in Figure 2, near-linear scal-
ing was achieved by adding the second Web server—a scaling factor
of 1.94 over the single-server results.

During the implementation of the two-node cluster, the Dell team
addressed several hurdles relating to static and dynamic content of
the Web server files.

Static content. Most of the Web server file set for SPECweb99_SSL
consists of HTML pages that clients request, and 70 percent of the
workload consists of static requests. Numerous directories exist, and
clients request more files from more directories as the number of
connections requested from the
Web server increases. The SPECWBbgg_SSL

The Dell team used the Linux
rsync utility to synchronize the file benchmark stresses
sets, because each server needed
to store the same static files locally. several su bsystems—
Using rsync ensured that client 1
requesting data from the first especially CPU and
PowerEdge 6650 would receive
the same response as client 2 netvvorking—by
requesting data from the second
PowerEdge 6650.

Both servers were equipped
with 16 GB of RAM to assist in

simulating a typical

Web server workload.

Dedicated Gigabit Ethernet
link for back-end
communication

PowerEdge 6650

PowerEdge 6650

Gigabit Gigabit
Ethernet switch Ethernet switch

Clients Clients

Figure 1. Web server benchmark configuration for two-node cluster

caching the static files, because pages can be served much more
quickly from RAM than from the disk subsystem. The file set was
stored on a four-disk software RAID-0 stripe to ensure the fastest
disk access times.

Dynamic content. The other 30 percent of the SPECweb99_SSL
workload consists of dynamic requests; these requests stress the
Web server by requiring it to execute Internet Server Application
Programming Interface (ISAPI) server extensions and Common
Gateway Interface (CGI) executables. The benchmark’s dynamic
content simulates two features common to commercial Web
servers: advertising and user registration. Cookies are passed to
and from the client and server, and the client also simulates
form submission through a certain percentage of HTTP POST
operations. The Web server records all user-submitted form data,
keeps track of which advertisements users have seen, and rotates
them so that it does not display the same advertisement twice.
Some dynamic requests also require scanning the static HTML files
and inserting certain strings; this process simulates server-side
includes (SSIs), a common practice for real-world Web servers.

The SPECweb99_SSL dynamic content presented a twofold
challenge: some files changed on the fly during a run, and the
benchmark has a single point of contention—a POST log file—to
prevent shared-nothing configurations. These circumstances pre-
sent a problem for clustered configurations, because any changes
to files on one Web server must be accounted for on other nodes
so that the browser receives a unified, consistent view.

To solve the first problem, the second Web server accessed the
dynamic files from the first server by using a network-mounted
file system. The second problem, synchronizing writes from two
servers to one POST log file, was more difficult to solve. Every time
a client submits form data through the POST operation, the server

1 These results have been submitted to SPEC and are available at http://www.spec.org/osg/web99ssl/results/res2003q3.

2This term does not connote an actual operating speed of 1 Gbps. For high-speed transmission, connection to a Gigabit Ethernet server and network infrastructure is required.

3 These results have been submitted to SPEC and are available at http://www.spec.org/osg/web99ssl/results/res2003q3.
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must open one POST log file exclusively, write a line of data, and
then close the log file. The benchmark rules state that the data
must be logged in the order in which it was received. The Dell team
developed code to allow the second server to send the necessary
data to the first server through the back-end Gigabit Ethernet link.
Doing so allowed for optimal performance and helped ensure that
the entries were logged into one file in the proper order.

Achieving excellent scaling in high-stress environments

The single-server SPECweb99_SSL result of 2,177 connections
shows that the PowerEdge 6650 can perform well under heavy-
stress workloads. The two-server result is even more compelling,
because it indicates that excellent performance can be obtained
by clustering multiple PowerEdge servers as demand grows.
This capability is especially important for the customer-facing
Web server tier, which can quickly become a bottleneck as site
traffic increases.

Dell products can help administrators manage end-user demands
easily and effectively by scaling out enterprise environments to
suit business needs. As the results in this article show, workloads
can be balanced across multiple systems to improve performance.
Multiple systems also help ensure availability if one server in the
cluster goes offline because of scheduled hardware or software
upgrades, system rebuilding, backups, or unexpected failures.
Dell PowerEdge systems are an efficient choice for scale-out
servers because they incorporate industry-standard software
and hardware, cost-effectively providing both reliability and
high performance. &

SCALABLE ENTERPRISE

4,500

Simultaneous connections

One PowerEdge 6650 server Two PowerEdge 6650 servers

Figure 2. SPECweb99_SSL results for PowerEdge 6650 servers: one server versus two servers

David J. Morse (david_j_morse@dell.com) is a senior performance engineer for the Dell
Server Performance and Analysis Lab. He specializes in Web server performance and is
responsible for running the industry-standard SPECweb Web server benchmark across the Dell
PowerEdge server product line. Before joining Dell, he spent two years at NCR in the perfor-
mance integration and testing group. David has a B.S. in Computer Engineering from the Uni-
versity of South Carolina and is a Red Hat Certified Engineer® (RHCE®).
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http://www.spec.org/webJ9ssl
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Scalable Enterprise Computing:

Testing a Clustered Database on the Dell PowerEdge 6650

52

Clusters of small, industry-standard servers offer several advantages over large, pro-

prietary stand-alone servers. Such clusters can provide redundancy for high availability,

lower hardware costs for the same number of processors, and the ability to increase

processing power simply by adding another inexpensive server to the cluster. This
article compares the performance of a cluster of Dell™ PowerEdge™ servers with that

of a stand-alone IBM® server.

BY DAVE JAFFE, PH.D., AND TODD MUIRHEAD

ntil recently, data centers required expensive, proprietary
Uservers using eight or more processors to handle the
intense computing demands of enterprise applications. How-
ever, advances in computer clustering technology and high-
speed network interconnects now enable clusters of smaller
servers using four or fewer processors to handle large-
scale applications such as enterprise databases.

System administrators can cost-effectively increase
the processing power available to enterprise applications
by adding more servers, or nodes, to scale out a cluster.
In comparison, to scale up processing capacity, adminis-
trators must either increase the number of processors in
a single server or replace that server entirely with a higher-
performance system. A cluster of smaller, industry-
standard servers can be more cost-effective than a single,
proprietary server—and a cluster of redundant servers
can provide higher availability than a larger, stand-alone
server because the cluster can be configured with no
single point of failure.

Scaling out versus scaling up
To demonstrate the benefits of scaling out versus scaling
up, in November 2003 a team of Dell engineers tested a

POWER SOLUTIONS
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two-node cluster comprising two Dell™ PowerEdge™ 6650
servers, each with four Intel® Xeon™ processors MP run-
ning at 2.8 GHz and with 2 MB level 3 (L3) cache. The
team compared the results to tests of an IBM® eServer®
xSeries® 445 server with eight Intel Xeon processors MP
at 2.8 GHz and 2 MB L3 cache. Both nodes of the Dell clus-
ter and the IBM server ran a leading enterprise database
server on the Microsoft® Windows® 2000 Advanced Server
operating system.

In addition, the Dell configuration ran clustering soft-
ware that enabled the two nodes to share a single data-
base instance and ensured data coherency between the
nodes. The Dell cluster and the eight-processor IBM system
were connected to a Dell/EMC® storage area network
(SAN) with several hundred gigabytes of available storage.

The test team used the Dell/EMC SAN to build iden-
tical, large (approximately 100 GB) databases represent-
ing an online DVD store. The team wrote software to
simulate both online order entry and report generation,
including a calculation of DVD sales by category for the
previous month, quarter, and half year. The order-entry and
report-generation workloads ran simultaneously in a typ-
ical enterprise customer scenario. Server CPU utilization
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was kept below 90 percent to allow for order spikes, which also is
typical of enterprise server use.

Putting servers to the test

To make a fair comparison, engineers configured the Dell cluster
and the IBM system as similarly as possible—that is, the Dell clus-
ter as a whole contained eight CPUs and 8 GB of memory, as did
the stand-alone IBM system. In addition, each node in the Dell
cluster required an additional Gigabit Ethernet! network interface
card (NIC). The two nodes were connected by a Dell PowerConnect™
5224 Gigabit Ethernet switch. Figure 1 shows the configuration for
each server in the test configuration.

Each server was outfitted with two QLogic® 2340 host bus
adapters (HBAs) for connection to the Dell/EMC SAN. The test
team used EMC PowerPath® software to combine the two HBAs in
each server into a fault-tolerant, load-balanced pair. The fact that
the Dell cluster had twice as many connections to the back-end
storage as the IBM server was immaterial to the performance meas-
ured in the test because none of the HBAs were heavily loaded.

The test team used the Dell/EMC SAN to store database tables
for both the Dell cluster and the IBM server. Identical logical
storage units (LUNs) were defined for both the cluster and the
server on the SAN. The SAN components and disk layout are shown
in Figure 2.

Setting up the enterprise database server
A leading enterprise database server using clustering technology
enabled the two Dell servers to scale out as a cluster; the eight-
processor IBM server was configured as a single-node database server.

Windows 2000 can address only 4 GB of memory. On the Dell
and IBM servers, which were running Windows 2000 Advanced
Server, the test team increased the maximum amount of memory
the database could address by including the /3GB parameter in the
boot.ini file. By specifying the /3GB parameter, administrators can
enable 3 GB of memory to be used for applications and the remain-
ing 1 GB to be used for the operating system. In addition, the test
team set parameters enabling the database to support Address
Windowing Extensions (AWE),
which allow applications to address A cluster of smaller,
more than 4 GB of memory. These
parameters enabled the IBM system ind ustry-sta ndard
to address 8 GB of memory.

On the Dell cluster and the

IBM server—both Intel processor—

servers can be more
based systems—the test team cost-effective than a
installed version 8.2.2.25 of the

QLogic 2340 driver for Windows  SINgle, proprietary Server.

Each Dell PowerEdge 6650

SCALABLE ENTERPRISE

IBM eServer xSeries 445

Operating system

Microsoft Windows 2000
Advanced Server

Microsoft Windows 2000
Advanced Server

CPU Four Intel Xeon processors MP Eight Intel Xeon processors MP
at 2.8 GHz with 2 MB L3 cache at 2.8 GHz with 2 MB L3 cache
Memory 4GB 8GB

Internal disks

Two 18 GB drives

Two 18 GB drives

NICs

Two 10/100/1000 Mbps
(internal) NICs and one Intel
PRO/1000 XT Server Adapter

Two 10/100/1000 Mbps
(internal) NICs

Disk controller

PowerEdge Expandable RAID
Controller 3/Dual Channel
(PERC 3/DC)

IBM ServeRAID™ controller

Fibre Channel HBAs

Two QLogic 2340 HBAs

Two QLogic 2340 HBAs

Remote management

Dell Remote Access Card Il

IBM Remote Supervisor Adapter

card (DRAC Ity

Video On-board On-board

Height 4U (7 inches) 4U (7 inches)

Cluster interconnect PowerConnect 5224 Not required
Gigabit Ethernet switch

Figure 1. Configuration for Dell PowerEdge 6650 cluster and IBM eServer xSeries 445 server

Controller One Dell/EMC CX600 storage array

Disk enclosures Two Dell/EMC DAE2 disk array enclosures

Disks Thirty 73 GB drives at 10,000 rpm

LUNs Two 10-disk RAID-10 LUNS for data

Two 2-disk RAID-1 LUNS for logs

One 5-disk RAID-0 LUN for temporary data staging when loading
One hot-spare disk

Software EMC Navisphere® Manager
EMC Access Logix™

EMC PowerPath

Figure 2. Configuration for Dell/EMC SAN in test environment

and PowerPath 3.0.5 for Windows. PowerPath software provided load
balancing and failover for the dual HBAs that were present in each
system. All systems used raw devices for the database data files.
The use of raw devices removed the overhead of a file system and
allowed the database to access and manage the storage directly.

The test team set up the database tablespaces exactly the same
on each system (see Figure 3). The two 10-drive RAID-10 LUNs were
used for the data, index, undo, and temporary tablespaces. Each
tablespace consisted of two data files, with one data file on each
of the RAID-10 LUNs. A RAID-1 LUN was used for logs.

Running the application
To study the performance of an online transaction processing
(OLTP) database in both scaled-out and scaled-up servers, the test

1 This term does not connote an actual operating speed of 1 Gbps. For high-speed transmission, connection to a Gigabit Ethernet server and network infrastructure is required.

www.dell.com/powersolutions
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team simulated the back end of a A cluster of redundant
large online DVD store in a
database. The workload exercised SErVers can help
the database servers in a common
scenario, running end-of-quarter administrators improve
financial rollup reports while pro-
cessing new orders. the availability of
The database comprised a
set of data tables organized  DuSIness-critical applica-
according to a certain schema,
as well as a set of stored proce-  110NS OVer a single large
dures that did the actual work
of managing the data in the data- Server by eliminating
base while orders were entered
and reports were requested. The the server as a single
database back end was designed
to be driven from a Web-based point of failure.
middle tier. However, because
this test scenario focused on the database servers, the back-end
stored procedures were driven directly by custom C programs that

simulated a Web-based middle tier.

Database schema

The DVD store comprised four main tables and one minor table (see
Figure 4). The Customers table was prepopulated with 200 million
customers, including one logical partition containing 100 million
U.S. customers and a second partition containing 100 million cus-
tomers from the rest of the world. The Orders table was prepopu-
lated with 10 million orders per month, starting in January 2003 and
ending in September 2003, with each month in a separate logical
partition. The Orderlines table was prepopulated with an average of
five items per order, also partitioned by month. The Products table
contained 1 million DVD titles. In addition, the Categories table
listed the 16 DVD categories.

customer was a returning customer, Login was used to retrieve the
customer’s information, in particular the CUSTOMERID. If the
customer was a new customer, New_customer was used to create
a new row in the Customers table with the customer’s data. Fol-
lowing the login phase, the customer might search for a DVD by
category, actor, or title using Browse_by_category, Browse_by_actor,
or Browse_by_title, respectively. Finally, after the customer
had made a selection, Purchase was called to complete the trans-
action (for this stored procedure, visit Dell Power Solutions
online at http://www.dell.com/magazines_extras). Additionally,
Rollup_by_category was used to total the sales by DVD category
for the previous month, quarter, and half-year periods (for this
stored procedure, visit http://www.dell.com/magazines_extras).

Driver applications
The test team wrote separate multithreaded driver programs to model
the OLTP order-entry workload and the report request workload.

Online transaction processing. Each thread of the OLTP driver
application connected to the database and made a series of stored
procedure calls simulating users logging in, browsing, and pur-
chasing. Database connections remained full because the OLTP
driver simulated no user think times or key times—similar to the
behavior of a real multitiered application in which a small number
of connections are pooled and shared among Web servers that may
be handling thousands of simultaneous customers. In this way, the
test simulated database activity realistically without modeling thou-
sands of users.

Each thread of the OLTP driver modeled a series of customers
going through the entire sequence of logging in, browsing the
catalog using several methods, and finally purchasing selected items.
Each completed customer sequence counted as a single order. The
driver measured order rates and the average response time to
complete each order. Several tunable parameters controlled the
application, as described in Figure 5.

Stored procedures Table Columns Number of rows
The DVD store database was managed using seven stored procedures. gysiomers | CUSTOMERID, FIRSTNAME, LASTNAME, ADDRESS 1, 200 million
The first two procedures were used during the login phase. If the ADDRESS?, CITY, STATE, ZIP, COUNTRY, REGION,
EMAIL, PHONE, CREDITCARD, CREDITCARDEXPIRATION,
3 . USERNAME, PASSWORD, AGE, INCOME, GENDER

Tablespace Contains Space used/available

Orders ORDERID, ORDERDATE, CUSTOMERID, NETAMOUNT, 90 million
CUSTTBS Customers table 34 GB/38 GB TAX, TOTALAMOUNT
INDXTBS Indexes 30GB/32GB

Orderlines | ORDERLINEID, ORDERID, PROD_ID, QUANTITY, 450 million
ORDERTBS Orders and orderlines tables 22 GB/24 GB ORDERDATE
DS_MISC Products and categories tables 0.56B/1GB Products | PROD_ID, CATEGORY, TITLE, ACTOR, PRICE, 1 million
UNDOTBS Undo tablespace 1GB/3 GB QUAN_IN_STOCK, SPECIAL
TEMP Temporary table 18 GB/20 GB Categories CATEGURY, CATEGORYNAME 16

Figure 3. Database tablespaces used in the test environment
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Figure 4. Database schema for DVD store scenario used in test environment
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Dell PowerEdge 6650

cluster (two servers, IBM eServer xSeries 445

Parameter Description Value(s) used in test each with four processors) (eight processors)
n_threads Number of simultaneous connections to See Figure 6 Simultaneous OLTP 18 13
the database database connections
warmup_time Warm-up time before statistics are kept 1 minute Simultaneous report 8 8
requests
run_time Runtime during which statistics are kept Varied
OLTP orders per minute 28,790 20,338
pet_returning Percent of customers who are returning 95 percent
OLTP average response 0.033 0.035
pet_new Percent of customers who are new 5 percent time (seconds)
n_browse_category | Number of searches based on category Range: 1-3 Report average completion 176 16.0
Average: 2 time (minutes)
n_browse_actor Number of searches based on actor Range: 1-3 CPU utilization (minutes) Node 1: 89.1 89.9
Average: 2 Node 2: 89.2
n_browse_title Number of searches based on title Range: 1-3
Average: 2 Figure 6. Test results for Dell PowerEdge 6650 cluster and IBM eServer xSeries 445 server
n_line_items Number of items purchased Range: 1-9
Average: 5 utilization under 90 percent—a typical system target that allows for
net_amount Total amount of purchase Range: $0.01-$400.00 order spikes. As shown in Figure 6, the Dell cluster handled 42 per-
Average: $200.00 cent more orders per minute than the eight-processor IBM server,

Figure 5. OLTP driver parameters

Reports. The report request driver program was similar to the
OLTP driver application in that each thread connected to the data-
base and started making stored procedure calls. Each thread made
repeated calls to the Rollup_by_category stored procedure, which
calculates total sales by DVD category for the previous month, quar-
ter, and half year until reports for all 16 categories are completed.
In each test, eight simultaneous reports were run.

Observing the results

To compare the performance of the two-node Dell cluster against the
single IBM eServer xSeries 445 server, the test team ran both OLTP
and report request driver programs simultaneously—first against the
Dell cluster (with one node handling the OLTP requests and the other
handling the reports), then against
the IBM server. OLTP orders per
minute (where order is defined as

System administrators
one complete login, browse, and can cost-effectively
purchase sequence) and response
times, as well as the average com- increase the processing
pletion time of the financial rollup
reports, were measured by the two power available to
driver programs.

CPU utilization was measured enterprise applications
using the Windows Performance
Monitor. The test determined how

by adding more

many orders per minute each data-

base server could handle while
simultaneously running eight
reports and keeping server CPU

www.dell.com/powersolutions

servers, or nodes, 10

scale out a cluster.

while taking only 10 percent more time to process the reports.

Gaining expandability and redundancy with clustered servers
Simulating a typical mixed workload for an online store running
on a leading enterprise database server, a two-node Dell PowerEdge
6650 cluster with four Intel Xeon processors MP at 2.8 GHz (total-
ing eight processors) outperformed by 42 percent an IBM eServer
xSeries 445 equipped with eight Intel Xeon processors MP at
2.8 GHz. Such cluster performance enables system administrators
to lower the cost of computing by scaling out industry-standard
servers flexibly and cost-effectively to meet the demands of large-
scale enterprise applications. In addition, a cluster of redundant
servers can help administrators improve the availability of business-
critical applications over a single large server by eliminating the server
as a single point of failure. &

Dave Jaffe, Ph.D. (dave_jaffe@dell.com) is a senior consultant on the Dell Technology Show-
case team who specializes in cross-platform solutions. Previously, he worked in the Dell Server
Performance Lab, where he led the team responsible for Transaction Processing Council (TPC)
benchmarks. Before working at Dell, Dave spent 14 years at IBM in semiconductor processing,
modeling, and testing, and in server and workstation performance. He has a Ph.D. in Chemistry

from the University of California, San Diego, and a B.S. in Chemistry from Yale University.

Todd Muirhead (todd_muirhead@dell.com) is an engineering consultant on the Dell Tech-
nology Showcase team. He specializes in SANs and database systems. Todd has a B.A. in
Computer Science from the University of North Texas and is Microsoft Certified Systems Engi-

neer + Internet (MCSE+) certified.

FOR MIORE INFORNMATION

Dell PowerEdge 6650: http://www l.us.dell.com/content/products/
productdetails.aspx/pedge_66507c=us&cs=b5b&I=en&s=biz
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Optimizing Disaster Recovery

Using Oracle Data Guard on Dell PowerEdge Servers

56

The high cost of computing system downtime has prompted organizations 10 view

business continuity and high availability as two critical IT concerns. Using Oracle9:™

Real Application Clusters and Oracle” Data Guard on Dell™ PowerEdge™ servers and

Dell storage can help administrators cost-effectively achieve data protection, high

availability, and resilience for IT infrastructures.

BY PAUL RAD, ZAFAR MIAHMOOD, IBRAHIM FASHHO, RAYMOND DUTCHER, LAWRENCE TO, AND ASHISH RAY

Ithough many formulas exist for calculating the cost

of downtime, most IT managers would agree that
downtime is simply not acceptable for business today.
Enterprises expect their systems to be up and running
without interruption, in many cases 24/7. Downtime,
whether planned or unplanned, translates into lost oppor-
tunities and increased costs.

Dell and Oracle have partnered to offer a high-
availability architecture that helps minimize scheduled and
unscheduled downtime caused by numerous events,
including system failures, site disasters, user errors, data
corruption, and maintenance activities.

Dell produces entry-level, midrange, and high-end
server and storage clusters built from standards-based
components. These clusters are designed to help improve
availability by removing all single points of failure within
the cluster. At each cluster level, Dell also provides the
capability to recover from additional failures, thereby pro-
tecting against multiple component failures. Low-cost
Intel® processor-based Dell™ PowerEdge™ servers can help
businesses implement the degree of availability that best
meets their service level objectives.

Oracle® Maximum Availability Architecture (MAA), a
High Availability (HA) best-practices blueprint from Oracle,
aims to maximize system availability while reducing the

POWER SOLUTIONS

design complexity of an optimal HA architecture. MAA,
which uses Oracle HA technologies such as Oracle9i™ Real
Application Clusters (RAC) and Oracle Data Guard, pro-
vides recommendations that encompass the database tier,
the application server tier, network and storage infrastruc-
tures, and operational principles. By adopting the MAA
methodology, IT organizations can build a simple, robust
architecture that helps prevent, detect, and recover from
outages with a fast mean time to recovery (MTTR).

Dell and Oracle recommend adopting the MAA
methodology on Dell platforms to address requirements
for high availability, data protection, and disaster recov-
ery. This article—the result of a joint project between Dell
and Oracle engineering teams—explains how the RAC and
Data Guard components of the Oracle MAA can be used
on Dell PowerEdge servers and storage to build the foun-
dation of an end-to-end, high-availability architecture.

Creating a highly available infrastructure

using Oracle9i RAC

In an Oracle9i RAC environment, each node in a cluster
runs a separate Oracle instance, and these instances can
concurrently access a single, shared database. Although it
spans multiple hardware systems, the database appears to
applications as a single, unified database system. This
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configuration helps provide a very high degree of scalability and avail-
ability to enterprise applications:

+ The capability to flexibly, transparently, and cost-effectively
scale capacity as business needs change

+ Fault tolerance to failures within the cluster—particularly
node failures

A typical Dell and Oracle9i configuration includes a storage area
network (SAN). A Dell/EMC Fibre Channel-based SAN fabric sup-
ports multipath routing between SAN switches, helping ensure that
no single points of failure exist in the configuration. In a typical topol-
ogy, a node has multiple Fibre Channel host bus adapters (HBAs),
each connected to the same SAN, resulting in multiple paths to the
same device. SAN storage devices also can accept multiple Fibre
Channel connections.

Although Oracle9i RAC addresses local system failures and pro-
vides rapid recovery from node failures or instance crashes, it does
not offer protection from site disasters or user errors such as an acci-
dental drop of critical user tables in the database. Such protection
is provided by Oracle Data Guard, an integrated feature of the
Oracle9i Database Enterprise Edition.

Enabling disaster recovery using Oracle Data Guard

Oracle Data Guard is software that creates, maintains, and monitors
one or more standby databases to help protect enterprise data from
failures, disasters, user errors, and data corruption. Data Guard main-
tains standby databases as transactionally consistent copies of the
primary database. These standby databases can be located at remote
disaster recovery sites thousands of miles from the production data
center or they may be located in the same building. If the primary
database becomes unavailable because of a planned or unplanned
outage, Data Guard can be used to switch any standby database to
the primary role, thus minimizing the downtime associated with the
outage and helping to prevent data loss.

A standby database is initially created from a backup copy of
the primary database. Once the standby database is created, Data
Guard automatically maintains it by transmitting primary database
redo data to the standby system over standard TCP/IP networks and
then applying the redo data to the standby database.

Data Guard supports two types of standby database, each of
which uses a different method to apply redo data to the standby

Primary site | Secondary site
I
Redo data |
1
— G- 00—
I
Primary 1 Standby Archive logs Physical standby Backup
database | redo logs database
I

Figure 1. Data Guard Redo Apply (physical standby database)
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Redo data to SQL and apply views
! I
— | — .
, g
Primary : Archive logs Logical standby =

1
I
I
I
|

Figure 2. Data Guard SQL Apply (logical standby database)

database and keep it transactionally consistent with the primary
database: Redo Apply, used for physical standby databases, and SQL
Apply, used for logical standby databases.

» Redo Apply process on a physical standby database: A
physical standby database is kept synchronized with the pri-
mary database by applying the redo data received from the
primary database using Oracle media recovery (see Figure 1).
The standby database is physically identical to the primary
database on a block-for-block basis, and thus the database
schemas, including indexes, are the same. The physical
standby database can be opened in read-only mode, and
queries can be run on it at that time; however, it cannot run
recovery at the same time it is opened as read-only.

* SQL Apply process on a logical standby database: A logical
standby database contains the same logical information as
the primary database, but the physical organization and
structure of the data may be different. The SQL Apply
process keeps the logical standby database synchronized
with the primary database by transforming the redo data
received from the primary database into SQL statements and
then executing the SQL statements on the standby database
(see Figure 2). This enables the logical standby database to
be accessed for queries and reporting purposes at the same
time the SQL statements are being applied to it.

Figure 3 shows two sites with identical configurations. Each site
consists of redundant components so that requests can always be
serviced, even if a failure occurs. Each site also contains a set of
application servers or mid-tier servers.

The primary site with the primary database uses Oracle9i RAC
to protect the database from host and instance outages. The sec-
ondary site contains a physical standby database that is maintained
by the Data Guard Redo Apply process. The secondary site uses
Oracle9i RAC to protect it from local host and instance outages.

Oracle Data Guard offers two simple methods—switchover and
failover—to handle both planned and unplanned outages of the
primary database. Administrators can initiate both methods directly
through simple SQL statements or the Data Guard Manager
graphical user interface (GUI), which is the Data Guard adminis-
trative interface integrated with Oracle Enterprise Manager.
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Primary site Secondary site
LAN LAN
Dell Dell
PowerEdge PowerEdge
servers servers

4 (Oracle 9/ RAC) (Oracle 9/ RAC)

/ / \\ Fig | — / / \ Fibre
g p— .- Channel Data Guard 3 : Channel

y switches \Y/ " switches

Dell/EMC storage Dell/EMC storage

Figure 3. Maximum Availability Architecture using Oracle9i RAC and Oracle Data Guard

Data Guard switchover

Switchover is a planned role reversal of the primary and standby data-
bases to manage scheduled maintenance on the primary database.
A switchover operation does not require re-instantiation of the Oracle
database, so the primary database can assume the role of a standby
database almost immediately. As a result, administrators can per-
form scheduled maintenance more easily and frequently. For exam-
ple, administrators can use switchover to perform a system upgrade
on the primary site by switching over all the database clients to the
standby site as they upgrade hardware on the primary site.

For steps on how to invoke a switchover in a Data Guard
configuration, refer to “Physical Standby Database Switchover”
in the Oracle Maximum Availability Architecture white paper
at http://otn.oracle.com/deploy/availability/pdf/MAA_WP.pdf. For
detailed information on how to configure an Oracle RAC Data
Guard physical standby database, visit Dell Power Solutions online
at http://www.dell.com/magazines_extras.

Following a successful switchover, the standby database assumes
the primary role and the former primary database becomes a new
standby database. In a RAC environment, a switchover requires only
one active Oracle instance for each database. If required, adminis-
trators may perform a switchback operation by doing a subsequent
switchover to return the databases to their original roles.

Data Guard failover
Administrators may invoke a failover operation when an unplanned
catastrophic failure occurs on the primary database or when the
primary database cannot be recovered in a timely manner. A Data
Guard failover may be accompanied by a site failover to move end
users to the new site and database. Once the failover is completed,
the primary database can be accessed from the secondary site.
Following MAA guidelines, the former primary database must be
re-created as a new standby database to restore resiliency.
Typically, little or no data loss is experienced during a failover
operation. For detailed information about Data Guard failover, refer
to “Physical Standby Database Failover” in the Oracle Maximum
Availability Architecture white paper.

Enabling business continuity with Oracle9i; RAC and Data Guard
The combination of Oracle MAA, Dell PowerEdge servers, and Dell
storage can offer enterprises an easy, low-cost means to implement
business continuity and disaster recovery for IT infrastructures.
Oracle9i RAC running on Dell PowerEdge servers helps provide the
reliability and scalability of a redundant cluster environment. RAC
enables high availability by helping provide continuous data access
when a node or instance fails, or when performing scheduled system
maintenance on a subset of nodes in the cluster.

Oracle Data Guard facilitates data protection and disaster recov-
ery by automating the maintenance of geographically distant standby
databases as transactionally consistent copies of the primary database.
Data Guard enables easy switchover or failover of a primary database
to a standby database if planned or unplanned outages occur at the
primary site. Because it is an integrated feature of the Oracle database,
Data Guard can be more cost-effective and better optimized to pro-
tect Oracle data than host-based or storage-based remote mirroring.!
For continuous data availability and a resilient, high-availability
system architecture, organizations may consider implementing Oracle
MAA best practices in combination with Oracle Data Guard and
Oracle9i RAC on Dell servers and storage. @

Paul Rad (paul_rad@dell.com) is a senior software engineer in the Dell Database and Appli-

cation Engineering Department of the Dell Product Group.
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and Application Engineering Department of the Dell Product Group.
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FOR MORE INFORMATION

Dell and Oracle partnership:
http://www.dell.com/oracle

Oracle9i RAC:
http://otn.oracle.com/products/database/clustering

Oracle Data Guard:
http://otn.oracle.com/deploy/availability/htdocs/DataGuardOverview.html
Oracle Maximum Availability Architecture:
http://otn.oracle.com/deploy/availability/htdocs/maa.htm

Oracle Database High Availability:
http://otn.oracle.com/deploy/availability

1For a comparison of Oracle Data Guard and third-party remote mirroring options, visit http://otn.oracle.com/deploy/availability/htdocs/DGCompiTech.htmI#RemoteMirror.
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Introducing

VMware ESX Server, VirtualCenter,
ar d \/M U[l O 1 on Dell PowerEdge Servers

VMware” ESX Server™ software enables administrators to provision multiple independent

virtual machines on the same physical server. Dell engineers tested VMware ESX Server,

VirtualCenter virtual machine management software, and VMotion™ virtual machine migra-

|TM

tion technology on Del

Powerkdge™ servers 1o illustrate how virtual machines can be

moved from one physical server to another while processing heavy production loads.

BY DAVE JAFFE, PH.D.; TODD MUIRHEAD; AND FELIPE PAYET

IT managers today face a number of challenges as they
are pushed to do more with less: improving service
delivery, decreasing server sprawl, increasing system
utilization, and making IT resources more flexible.
VMware® server virtualization software running on Dell™
PowerEdge™ servers can help address these challenges.

VMware ESX Server™ software enables administra-
tors to create multiple virtual machines on a single Intel®
processor-based server, where each virtual machine can
run a separate operating system (OS) and applications.
VMware VirtualCenter provides centralized virtual machine
monitoring and management from an easy-to-use graphi-
cal user interface (GUI). VMotion™ virtual machine migra-
tion technology enables administrators to move a running
virtual machine from one physical server to another.

The Dell and VMware approach targets specific work-
load deployments in which server virtualization can offer
the most value:

* Test and development environments: Virtualiza-

tion can help administrators consolidate multiple

www.dell.com/powersolutions

test and development servers onto fewer
physical servers without sacrificing flexibility
or functionality.

» Application consolidation: Virtualization enables
administrators to consolidate applications from
underutilized systems onto fewer physical servers,
helping to simplify systems management and lower
total cost of ownership (TCO) without compromis-
ing stability or security.

By deploying VMware ESX Server on multiple two- or
four-processor servers and leveraging VMware VMotion,
administrators may achieve several benefits not available
on deployments that comprise a single server using eight
Or more processors:

+ Risk mitigation: Virtual machines distributed
among smaller servers can mitigate the impact of
a hardware failure. In comparison, the failure of a
single larger system would affect all virtual
machines hosted by that one server.
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Disks
Disk enclosures 0 1 2 3 4 5 7 8 9 o [ n [ 2] 1B u
First DAE2 RAID-5: data staging
Second DAE2 RAID-5: virtual machine (VM) boot drives
Third DAE2 RAID-5: SOL data 1 (VM 1) RAID-5: SOL data 2 (VM 1) RAID-1: Logs (VM 1) | RAID-1: SnapView cache | Hot spare
Fourth DAE2 RAID-5: SOL data 1 (VM 2) RAID-5: SQL data 2 (VM 2) RAID-1: Logs (VM 2) ‘

Figure 1. Organization of LUNs on the Dell/EMC CX600 storage array

+ Expansion flexibility: Deployments based on smaller,
industry-standard building blocks permit a modular approach
to expandability, whereby organizations can add incremental
capacity using two- and four-processor servers instead of
eight-processor and larger systems.

+ Operational flexibility: A VMware deployment based on
multiple Dell servers allows the live migration of virtual
machines from one physical server to another using VMotion
technology. This approach enables administrators to respond
quickly to changes in workload demand and perform hard-
ware upgrades or maintenance, all with minimal impact to
workload delivery.

To evaluate Dell servers as a platform for server virtualization,
in December 2003 a team of Dell engineers tested the performance
of ESX Server software on the four-processor PowerEdge 6650 server
using a Dell/EMC® storage area network (SAN). The Dell test team
built an application that models an online DVD store on two
instances of Microsoft® SQL Server™ 2000 Enterprise Edition. These
database instances were deployed as virtual machines on two sep-
arate PowerEdge 6650 servers. One database instance received
orders, and the other generated financial reports based on the order
data. To determine whether virtual machines running heavy loads
in a production environment could be moved without service inter-
ruption, the Dell team moved the virtual machine hosting the order
entry database from one physical server to the other while the
database was processing 100 orders per second—with no loss of
transactions and only a slight rise in response time.

Setting up the hardware for the test environment

The two 4U Dell PowerEdge 6650 servers were each configured
with VMware ESX Server 2.0.1 and four Intel® Xeon™ proces-
sors MP at 2.8 GHz with 2 MB of level 3 (L3) cache and 4 GB
of RAM. Each PowerEdge 6650 server used a PowerEdge Expand-
able RAID Controller 3, Dual Channel (PERC 3/DC) and an
Intel PRO/1000XT Gigabit Ethernet! network interface card
(NIC) in addition to two on-board Gigabit Ethernet NICs. The

three NICs allowed dedicated bandwidth for the ESX Server
service console, the virtual machines, and the VMotion work-
load management software.

The PowerEdge 6650 servers were attached to the Dell/EMC SAN
by a QLogic® 2340 Fibre Channel host bus adapter (HBA). A
Dell/EMC CX600 storage array was attached to the SAN to provide
shared storage. The test team assigned 38 of the 150 drives attached
to the CX600 for the VMware environment. The basic configura-
tion of the CX600 storage array was as follows:

+ Disk enclosures: Four Dell/EMC DAE2 disk array enclosures

+ Disks: Thirty-eight 73 GB disks at 10,000 rpm

+ Logical storage units (LUNs): One 6-disk RAID-5 LUN for
the virtual machine boot drive, four 5-disk RAID-5 LUNSs for
database data storage, two 2-disk RAID-1 LUNs for database
logs, one 5-disk RAID-5 LUN for temporary data staging
before loading, one 2-disk RAID-1 split into two LUNSs for an
EMC SnapView" storage management software cache, and
one hot-spare disk

+ Software: EMC Navisphere® Manager, EMC Access Logix’,
and SnapView

One LUN on the Dell/EMC CX600 array was used to stage the
data that was loaded into the database (see Figure 1). Using the
snapshot capability of the SnapView software, the test team created
a second copy of this data so that both virtual machines could load
the data simultaneously.

Dell engineers used a PowerEdge 2650 server to produce a
transaction load to run against the databases that were installed
in the virtual machines on the two PowerEdge 6650 servers (see
Figure 2). All servers, including the PowerEdge 6650 servers,
were connected to a Dell PowerConnect™ 5224 Gigabit Ethernet
switch for network connectivity. Using a Brocade® Fibre Channel
switch, the test team also attached the PowerEdge 6650 servers
to the Dell/EMC CX600 storage array.

All storage for the ESX Server-based virtual machines resided
on the SAN, and each virtual machine was configured with its own

1 This term does not connote an actual operating speed of 1 Gbps. For high-speed transmission, connection to a Gigabit Ethernet server and network infrastructure is required.
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boot drive as well as two data drives and one log drive. When
testers moved a virtual machine from one physical server to the other,
only the RAM contents of the migrating virtual machine moved with
it to the new physical hardware. Both servers already had access
to storage, which was shared on the SAN.

Setting up the software for the test environment

The two VMware software products used for the Dell test were
ESX Server and VirtualCenter. ESX Server has its own kernel that
runs directly on the hardware and hosts virtual machines, enabling
multiple virtual machines to run at the same time on the same
hardware. VirtualCenter is a console application through which
administrators can monitor and control ESX Server installations—
and the virtual machines running on them—from a central location
across multiple Dell servers.

Installing and configuring ESX Server

The test team configured the internal drives on the PowerEdge 6650
servers as RAID-1. The QLogic HBA was disconnected from the
SAN during the initial stage of the ESX Server installation. To
install ESX Server, Dell engineers booted from the ESX Server CD
and answered the installation questions concerning partitioning
of the local drives, the ESX Server host name, IP address, Domain
Name System (DNS) server, gateway address, and initial root pass-
word. The team copied all necessary files from the installation CD
and then rebooted the system.

To complete the installation of the ESX Server software—and
for most administration and configuration tasks—the team accessed
the ESX Server service console remotely through a Web browser.
Following the initial installation stage, when administrators access
the ESX Server for the first time through a Web browser, the soft-
ware presents a series of configuration steps. These steps include
installing the ESX Server license and configuring all hardware on
the server that would be used by either the service console or
virtual machines. The service console portion of each ESX Server
installation requires a dedicated NIC. Dell recommends that the
virtual machines also use one or more dedicated NICs per physical
server. In this test, each virtual machine controlled its own HBA and
all the SAN storage allocated to it.

After configuring the ESX Server hardware options, administra-
tors must reboot the server. Just prior to rebooting, the Dell team con-
nected the QLogic HBA into the SAN fabric and created a new zone
on the switch for the newly connected server. Once the switch was
correctly zoned, Dell engineers used Navisphere Manager—the man-
agement tool for the Dell/EMC CX600 storage array—to manually
register the new host in the Connectivity Status screen. (Currently,
no version of Navisphere Agent is available to register ESX Server
automatically.) Once the registration was complete, the team used
Navisphere Manager to create the necessary RAID groups, LUNSs,
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and storage groups. Administrators must assign all ESX Server
systems expected to participate in VMotion virtual machine migra-
tions to the same storage group.

Adding ESX Server servers to the VirtualCenter service console
VirtualCenter, a Microsoft Windows®-based program, was installed
on a separate PowerEdge 1750 system that served as the man-
agement node for the test configuration. Dell engineers added all
ESX Server virtual machines to be managed by VirtualCenter to
the VirtualCenter console using a simple Connect Host wizard,
which prompted for the host name, user ID, and password of each
system running ESX Server. Adding all the ESX Server systems to
VirtualCenter enables administrators to perform management tasks—
including cloning, template production, and VMotion virtual machine
migration—from the VirtualCenter console for any virtual machines
that reside on those ESX Server systems.

Creating the virtual machines

The Dell team used VirtualCenter to create a new virtual machine
on the SAN, specifying the Microsoft Windows Server™ 2003
Enterprise Edition OS, a 10 GB hard disk, 1 GB of RAM, and two CPUs.
(The symmetric multiprocessing, or SMP, feature of ESX Server allowed
the virtual machine to use two physical CPUs.) VirtualCenter created
a virtual machine ready for installation of the OS. The Dell team then
booted the virtual machine from the ISO image of the Windows
Server 2003 Enterprise Edition installation CD and installed the OS
on the virtual machine. The database application was installed after-
ward. Dell engineers then created two clones of this virtual machine

PowerEdge 2650
load driver

PowerEdge 1750
VirtualCenter

PowerConnect 5224
Gigabit Ethernet switch

owerEdge 6650 owerEdge 6650
ESX Server 1 (ESX6650A) ESX Server 2 (ESX6650B)

W2K3S0L2 VM W2K3S0L3 VM

Brocade
Fibre Channel switch

Dell/EMC CX600
virtual machine boot drive
and data LUNs

Figure 2. Configuration of servers and storage used for testing
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master for use in testing. After the virtual machines were created,
each was assigned additional hard disks for the data and logs of the
database that resided on the CX600 storage array (see “Setting up
the hardware for the test environment”).

Examining the test database application: An online DVD store
To demonstrate the advantages of running a large application on
VMware ESX Server, Dell engineers created a 100 GB online DVD
store, which they implemented as two replicated database instances,
each running on its own virtual machine. One of the database
instances handled the entry of new orders and replicated changes
on a scheduled basis to the second database instance, which was
used for generating financial reports.

The DVD store database consisted of a set of data tables organ-
ized according to a certain schema, as well as a set of stored proce-
dures that did the actual work of managing the data in the database
as orders were entered and reports requested. The database back end
was designed to be driven from a Web-based middle tier, but because
the focus of the Dell test was on the database servers, the back-end
stored procedures were driven directly by custom programs written
in the C programming language to simulate a Web-based middle tier.

Understanding the database schema

The DVD store comprised four main tables and one additional
table (see Figure 3). The Customers table was prepopulated with
200 million customers: 100 million U.S.-based customers and
100 million customers from the rest of the world. The Orders table
was prepopulated with 10 million orders per month, starting in
January 2003 and ending in September 2003. The Orderlines table
was prepopulated with an average of five items per order. The
Products table contained 1 million DVD titles. An additional
Categories table listed the 16 DVD categories. For the full DVD store
database build script used in this test, visit Dell Power Solutions
online at http://www.dell.com/magazines_extras.

Managing the database using stored procedures

The Dell team managed the DVD store database using seven stored
procedures. The first two procedures were used during the login
phase. For returning customers, the Login procedure retrieved the
customer’s information—in particular, the CUSTOMERID. For new
customers, the New_customer procedure created a new row in the
Customers table containing the customer’s data.

Following the login phase, the customer might search for a
DVD by category, actor, or title. These database functions were
implemented by the Browse_by_category, Browse_by_actor, and
Browse_by_title procedures, respectively. Finally, after the customer
completed the selections, the Purchase procedure was called to
complete the transaction. Additionally, the Rollup_by_category pro-
cedure calculated total sales by DVD category for the previous month,
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Table Columns Number of rows
Customers | CUSTOMERID, FIRSTNAME, LASTNAME, ADDRESS1, 200 million
ADDRESS2, CITY, STATE, ZIP, COUNTRY, REGION, EMAIL,

PHONE, CREDITCARD, CREDITCARDEXPIRATION,
USERNAME, PASSWORD, AGE, INCOME, GENDER

Orders ORDERID, ORDERDATE, CUSTOMERID, NETAMOUNT, 90 million
TAX, TOTALAMOUNT

Orderlines | ORDERLINEID, ORDERID, PROD_ID, QUANTITY, 450 million
ORDERDATE

Products PROD_ID, CATEGORY, TITLE, ACTOR, PRICE, 1 million
QUAN_IN_STOCK, SPECIAL

Categories | CATEGORY, CATEGORYNAME 16

Figure 3. Database schema for online DVD store

quarter, and half-year periods. For the stored procedures, visit Dell
Power Solutions online at http://www.dell.com/magazines_extras.

Using driver programs to model workloads

The Dell team wrote separate multithreaded driver programs to
model the order entry, or online transaction processing (OLTP), work-
load as well as the report request workload. Each thread of the OLTP
driver application connected to the database and made a series
of stored procedure calls that simulated customers logging in,
browsing, and purchasing. Because Dell engineers did not simulate
customer think time or key time, the database connections were kept
full—simulating a multitiered application in which a few connections
are pooled and shared among Web servers that may be handling thou-
sands of simultaneous customers. In this way, the test team achieved
a realistic simulation of database activity without having to model
thousands of customers.

Each thread of the OLTP driver program modeled a series of
customers going through the entire sequence of logging in, brows-
ing the catalog several ways, and purchasing selected items. Each
completed customer sequence counted as a single order. The OLTP
driver program measured order rates and the average response time
to complete each order. Several tunable parameters were used to
control the application (see Figure 4).

The report request driver program was similar to the OLTP
driver program in that each thread connected to the database and
started making stored procedure calls. Each thread made repeated
calls to the Rollup_by_category stored procedure until reports for
all 16 DVD categories were completed. In each test, eight simulta-
neous reports were run.

Moving a virtual machine under heavy load

To demonstrate the capability of VMware software to move virtual
servers around a farm of physical servers, the Dell team used the
VMware VMotion add-on to VirtualCenter, which enables admin-
istrators to move a virtual machine from one physical server running
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ESX Server to another. The migration was performed while the
virtual machine was running the DVD store database under a heavy
stress load of 100 orders per second. In a live production environ-
ment, such a move might be required to balance workloads among
computing resources, perform routine maintenance on a server, or
respond to an alert that a server parameter such as temperature had
exceeded a warning threshold. In Figure 5, the VirtualCenter con-
sole shows the virtual machines in the test server farm.

At the start of the test, one node of the database replication
group, W2K3SQL3, on physical PowerEdge 6650 server ESX6650B
was handling approximately 100 orders per second with an aver-
age response time of 0.1 second. For the test, response time was
defined as the total response time experienced by the simulated cus-
tomer for the complete order transaction, including login time,
browse time, and response time after the customer pressed the
Submit button to purchase the order.

Dell engineers then started the second database system,
W2K3SQL2, running on physical server ESX6650A, which began cal-
culating sales by DVD category for eight separate categories. In
addition, the test team set up the servers to replicate new orders
from the W2K3SQL3 node to the W2K3SQL2 node once per day.
The two virtual machines running database instances are shown
in the ESX Server service console in Figure 6.

The Dell team started the order entry and the report request
workloads against the two database instances, each instance run-
ning in a virtual machine on its own PowerEdge 6650 server. Each
server achieved full speed—100 orders per minute, or eight simul-
taneous reports—using about 80 percent of the two CPUs dedi-
cated to each virtual machine. The Dell team used the VMotion
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Figure 5. VMware VirtualCenter displaying the virtual machines in the test server farm

feature of VirtualCenter to move the virtual machine performing
order entry (W2K3SQL3) from physical server ESX6650B to physi-
cal server ESX6650A, without stopping either the incoming orders
or the sales calculations on W2K3SQL2. Figures 7 and 8 show the
results of this migration.

As shown in Figure 8, for the first 25 seconds after the VMotion
migration was initiated at 15:36:20, there was little impact on either
throughput (orders per second, indicated in the top half of Figure 8)
or response time (indicated in the bottom half of Figure 8) while
VirtualCenter prepared for the move by initializing a new virtual
machine on the target ESX Server and synchronizing the memory
between the two. At about 15:36:45, the effects of the memory
synchronization could be seen in the dropping throughput and
increasing response time.

The actual move occurred at 15:37:08, and the response time
reached a maximum of 2.572 seconds while the order handling
paused for approximately two seconds. Immediately after the
move, the throughput and response time rapidly returned
to close to their previous levels. The target ESX Server CPU

Parameter Description Value(s) used in test
n_threads Number of simultaneous connections 10
to the database
warmup_time Warm-up time before statistics are kept 1 minute
run_time Runtime during which statistics are kept | Varied
pet_returning Percent of customers who are returning | 95 percent
pct_new Percent of customers who are new 5 percent
n_browse_category | Number of searches based on category Range: 1-3
Average: 2
n_browse_actor Number of searches based on actor Range: 1-3
Average: 2
n_browse_title Number of searches based on title Range: 1-3
Average: 2
n_line_items Number of items purchased Range: 1-9
Average: 5
net_amount Total amount of purchase Range: $0.01-$400.00
Average: $200.00
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Figure 4. OLTP driver parameters
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Figure 6. ESX Server service console showing the two virtual machines running database instances
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New orders leted  Averag l Maximum response
Time per second time (seconds) time (seconds)
Before VMotion migration 103 0.098 0.201
During VMotion migration 80 0139 2572
After VMotion migration 93 0.109 0492

Figure 7. Performance results before, during, and after VMotion migration of virtual machine running
database application under heavy load

utilization rose to about 80 percent as both virtual machines ran
on the target server, using two CPUs each. The throughput
decreased slightly from the pre-VMotion level but was still high
enough to handle 300,000 orders per hour while the first system
was being repaired or upgraded.

Using virtual machine migrations to increase operational flexibility
The test findings in this article indicate that ESX Server software
running on Dell PowerEdge servers with Dell/EMC SAN storage can
provide a robust platform for server virtualization. In the Dell test
discussed in this article, two new virtual machines were rapidly
cloned from a single master and then used to implement a large online
DVD store with one server handling new orders and then replicat-
ing the orders to the second server for reporting.

Using VMware VMotion workload management software, an
add-on to VMware VirtualCenter, testers demonstrated that a virtual
machine handling 100 orders per second could be moved from one
physical server to another in less than a minute without stopping
the database application and without losing any transactions. Test
findings indicate that the slight increase in response time would be
nearly imperceptible to the end user. Although the virtual machine
migration took 48 seconds, the increased response time of less than
three seconds from the end user’s perspective—at the point when
the virtual machine actually switched from one physical server to
the other—was experienced for only a second or two.

Deploying virtual machines on Intel processor-based servers
can help IT organizations scale out cost-effectively and respond
quickly and flexibly to changes in workload demand. The virtual
server approach to IT management also can provide a convenient
way to upgrade and maintain production servers in real time, with-
out interrupting service to business-critical applications. In addi-
tion, VMware virtual machines running on industry-standard
Dell servers can improve system availability and fault tolerance
by avoiding a single point of hardware failure, as opposed to a
single larger server. &
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Deploying Dell OpenManage on

VMware ESX Server

VMware” ESX Server™ software divides a physical server into a group of logical com-
puting resources by creating multiple, independent partitions—or virtual machines—
that can run different applications and operating systems on the same hardware platform.
Dell™ OpenManage™ systems management software works with VMware ESX Server

to help maximize uptime of physical servers running virtual machines.

BY BALASUBRANMANIAN CHANDRASEKARAN, TIM ABELS, ROBERT WILSON, AND PAUL RAD

Mware® ESX Server™ software brings virtual comput-

ing to Intel® processor-based servers. Through logi-
cal partitioning, VMware ESX Server creates a group of
logical computing resources by dividing one physical
server into several independent partitions, or virtual
machines. These virtual machines reside on the same
physical hardware, but operate in isolation from one
another. Each virtual machine runs its own separate oper-
ating system (OS) instance and one or more applications.

By consolidating applications onto fewer physical
servers, administrators can simplify systems management
and help lower maintenance and operating costs—increas-
ing the utilization of physical servers to process addi-
tional workloads within existing data center facilities.
However, the hardware failure of a server that is running
multiple applications on multiple virtual machines can be
costly and time-consuming. The larger the number of sys-
tems affected by a failure, the greater the potential for dis-
ruption to business. Proactive monitoring of system health
and cyclic system maintenance can be instrumental in pre-
venting unplanned downtime and increasing overall
system availability.

The Dell™ OpenManage™ product suite offers admin-
istrators several systems management capabilities for
Dell PowerEdge™ servers running ESX Server 2.0.1. IT
departments can use Dell OpenManage, including Dell

www.dell.com/powersolutions

OpenManage Server Administrator, to monitor, manage,
and remotely control Dell servers—thereby helping to
improve server uptime and lower hardware failure rates.
Server Administrator enables IT organizations to track
the health of physical servers and detect problematic com-
ponents before hardware failures occur (see Figure 1).

During development of VMware ESX Server 2.0.1, Dell
performed comprehensive testing of its Dell OpenManage
products on PowerEdge 6650 servers to help ensure full
compatibility of the Dell OpenManage product suite with
ESX Server. Dell also provided prerelease versions of Dell
OpenManage 3.6 tools and ESX Server 2.0.1 to beta test
sites. The beta testing program assisted Dell customers in
deploying ESX Server and provided feedback that helped
Dell enhance the hardware-virtualization capabilities of its
hardware and software products.

Using ESX Server to achieve virtual partitioning

Hardware virtualization through the use of ESX Server soft-
ware allows multiple OS instances to run simultaneously
on the same physical server (see Figure 2). This capability
enables administrators to consolidate heterogeneous work-
loads onto a single physical server by allowing applications
that cannot coexist within one OS instance to run on sep-
arate OS instances. Note that not all applications are good
candidates for virtualization; for example, systems that
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Figure 1. Dell OpenManage deployed on PowerEdge servers running VMware ESX Server

need direct access to physical hardware or those that fully utilize
the computing power of the physical hardware should not be imple-
mented on virtual machines. However, hardware virtualization can
be a powerful tool for consolidating Web servers and offloading data-
base servers, and for running applications that have moderate
demands for memory and CPU resources. By consolidating appli-
cations onto fewer physical servers and managing multiple virtual
machines through a single ESX Server service console, administra-
tors can streamline operations and increase application availability.

ESX Server encapsulates each virtual machine in a discrete set
of files and runs the machine in its own separate environment, thus
providing the necessary isolation for running multiple, sometimes
incompatible, applications on the same physical hardware. Acting
as the host OS, ESX Server runs directly on the system hardware,
providing powerful resource management features to enable effi-
cient, high-performance server virtualization.

The OS running within a virtual machine is called the guest OS,
and each virtual machine presents its OS with a consistent set of
virtual hardware, regardless of the underlying physical hardware.
This hardware independence ensures that only a particular OS
instance is affected when an application running within a guest OS
becomes unstable and causes that guest OS to crash.

Hardware independence also lets administrators easily relocate
virtual machines onto various Intel processor-based servers, even
if the physical servers use different underlying hardware. VMware
VirtualCenter software can further simplify virtual machine migra-
tions by enabling a virtual infrastructure approach to IT management,
which allows administrators to move a virtual machine from one
physical server to another physical server connected to the same
storage area network (SAN) without incurring downtime. (See “Intro-
ducing VMware ESX Server, VirtualCenter, and VMotion on Dell
PowerEdge Servers” in Dell Power Solutions, March 2004.)
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Running Dell OpenManage to enhance systems

management capabilities

Dell OpenManage provides administrators with comprehensive,
one-to-one systems management capabilities within the data center.
Dell OpenManage features include proactive monitoring of server
health, diagnostics for troubleshooting, alerts and notifications, and
remote access. Each server managed by Dell OpenManage soft-
ware is known as a managed system. Managed-system applica-
tions include Dell OpenManage Server Administrator and remote
access controller software.

Comprehensive monitoring using Server Administrator

Dell OpenManage Server Administrator provides a browser-
based graphical user interface (GUI) that offers a consolidated
and consistent way to monitor, configure, update, and manage
individual Dell servers. Server Administrator provides the
following features:

* Security management

» Command-line interface (CLI)

 Extensive logging

+ Diagnostic tools to isolate hardware problems while a server
is running

+ Remote access to an inoperable server

* Remote administration of a monitored server, including BIOS
setup, shutdown, startup, and Dell Remote Access Card III
(DRAC III) security

Enhanced availability using DRAC Il

DRAC III, a physical card that includes software components, pro-
vides alert messages for system problems and also enables remote
systems management. Remote management reduces the need for
administrators to access servers physically and improves availabil-
ity by enabling IT departments to manage servers more quickly and
address problems proactively before they worsen.

Appli Appli Appli Applicati ESX Server
service console
running Dell
Microsoft® Microsoft Linux® Windows [lpesnManage
Windows® 2000 | Windows NT 2000 erver
I?Qﬂz\s 08) (Iguesvtv 0s) (guest 0S) (guest 0S) Administrator

VMware virtualization layer

Dell PowerEdge 6650 server

Memory NIC

Figure 2. Hardware virtualization using ESX Server
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Effective monitoring of managed systems using IT Assistant

A management station can be used to remotely manage one
or more servers from a central location. Dell OpenManage IT
Assistant is a systems management console program that can be
installed on one management station to collect information and
provide a view of all managed systems. Server Administrator
provides thorough Simple Network Management Protocol (SNMP)
integration with IT Assistant as well as third-party management-
station programs.

By installing IT Assistant on a management station, organiza-
tions can administer thousands of managed systems effectively.
IT Assistant provides fault monitoring as well as inventory and
asset reporting:

+ Fault monitoring: Notifications through e-mail, paging,
SNMP, or console alerts to keep administrators informed of
events concerning disk, memory, voltage, fan, and thermal
conditions

+ Inventory and asset reporting: Service tag number; cost of
ownership information; and specifics of the BIOS, micro-
processor(s), and memory

Deploying Server Administrator on the ESX Server

service console

The ESX Server service console provides a Web-based GUI for
managing and configuring virtual machines. Server Administra-
tor, which runs on the service console, can be used to manage
the physical server. Note that systems management applications
such as Server Administrator and remote access controller soft-
ware cannot be used within the virtual machines because the soft-
ware would recognize only the virtualized hardware, not the
physical hardware.

Currently, applications running in the service console can mon-
itor only hardware that is either dedicated to the service console or
shared with it. For example, Server Administrator can provide infor-
mation about the physical server as well as subcomponents (such
as network components or storage devices) that are assigned to or
shared with the service console.

The step-by-step deployment process for Server Administrator
on the ESX Server service console is as follows:

1. Install the ESX Server 2.0.1 kernel source from the ESX
Server CD and run the Dell OpenManage setup script using
the following commands:

$ cd /mnt/cdrom/Vmware/RPMS

$ rpm -Uvh kernel-source-2.4.9.-34.1386.rpm
$ /usr/sbin/dellomasetup.pl

www.dell.com/powersolutions
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2. Download ppp-2.4.1-3.i1386.rpm from the URL
http://www.vmware.com/download/esx/esx201-openmanage.html,
and install the download using the following command:

$ rpm -Uvh ppp-2.4.1-2.1386.rpm

3. Configure the SNMP daemon (snmpd) for sending traps to
the management station by adding the line:

$ trapsink management_station_IP_Address public
to the /etc/snmp/snmpd.conf file.

4. Install Dell OpenManage from the Dell Systems Management
CD using the following command, and then reboot the system:

/mnt/cdrom/start.sh -license

Obtaining maximum benefits from server virtualization

Now functioning on Intel processor-based systems, virtual servers
can provide significant data center benefits: reduced costs for main-
tenance, power, and cooling; smaller footprint for server hardware;
and simplified systems management processes. As enterprises of all
sizes demand higher availability for business-critical applications,
the server virtualization approach can help administrators achieve
definable efficiencies and cost savings. The combination of industry-
standard Dell PowerEdge servers, VMware ESX Server virtualization
software, and powerful systems management tools such as the Dell
OpenManage suite can enable data center administrators to maximize
application availability efficiently and cost-effectively. &
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Implementing

Avocent AMX KVM Switches

in the Dell Enterprise Solutions Engineering Group Lab

The Dell™ Enterprise Solutions Engineering Group recently consolidated its labs to enable

engineers on different functional teams to share desktops, servers, and storage systems.
Dell keyboard, video, mouse (KVM) switches and the Avocent” AMX™ family of KVM
switching products facilitate resource sharing and remote access to the hardware.

BY MIKE KOSACEK AND AVOCENT CORPORATION

The Dell™ Enterprise Solutions Engineering Group
recently consolidated several smaller labs into one
larger lab facility. The motivation for the move was to
allow more efficient sharing of hardware resources across
several functional teams—each responsible for the devel-
opment of certain Dell products including operating sys-
tems, database environments, high-availability clusters,
and high-performance computing clusters.

To achieve this goal, Dell required flexible keyboard,
video, mouse (KVM) switching products that would facil-
itate local or remote access and allow for future growth.
Although each team in the Dell Enterprise Solutions
Engineering Group had unique development goals, the
teams shared some common lab requirements:

* Many-to-one and any-to-any hardware access

» Remote access to systems on an isolated network

» Sound-isolated work environment and secure data
center space for servers and storage racks

* Less-bulky cables

 Direct physical access to systems for multiple
engineers (in addition to remote administration
over the lab network)

Before consolidating, the Enterprise Solutions Engi-
neering Group labs were using different types of KVM
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products from several vendors. All existing KVM switches
used analog signaling; most used heavy, bulky cabling that
was limited to distances of 20 feet (6 meters) or less from
the switch to the server, because analog signals can
degrade quickly over long distances. Keyboard, monitor,
and mouse connections also were limited in distance
because they were required to plug directly into each
KVM switch. These factors restricted access and prevented
simultaneous systems sharing.

Understanding KVM configuration issues

KVM switches connect multiple systems to a common
console that consists of a keyboard, monitor, and mouse.
Traditionally, KVM devices have been used for local con-
nectivity in a server rack or within a network operation
center or data center. Today, KVM switch capability can
be extended across the globe through remote connections
using technology such as the Avocent KVM over IP pro-
tocol. This protocol enables administrators to accom-
plish systems management, troubleshooting, and restart
tasks even while a system completes its power-on self-
test. KVM switches provide an availability advantage
over software-based remote administration products,
which require the operating system to be running—and
which may drop the connection from the client to the
server if the client crashes.
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Overcoming KVM cabling limitations

Workstations, desktops, and servers use analog signaling for their
KVM inputs and outputs. To exceed the 20-foot distance limitation,
some KVM switches employ an interface board that amplifies the
analog signal so that it can travel greater distances. Some KVM
devices also offer analog-to-digital conversion, which enables sig-
nals to travel long distances over IP without loss; however, even in
these devices, the physical connection from the system to the KVM
switch remains analog.

The type of cabling used to connect each system to a KVM
switch can vary greatly. Some older switches use heavily-shielded
proprietary cabling—either a single large, bulky cable or bundles of
cables—to connect keyboard, monitor, and mouse signals. Many
KVM devices use industry-standard unshielded twisted-pair (UTP)
cabling: the same type of wiring that connects Ethernet network
nodes. Modern switches, such as the Avocent® AMX™ series of analog
KVM switches, use the standard Category 5 (Cat 5) twisted-pair
cabling and RJ-45 connectors. Category 5 Enhanced (Cat 5e) and
Category 6 (Cat 6) cabling also can be used. Such cabling enables
administrators to reduce the volume of cables significantly—a con-
siderable space savings for racks full of 1U or 2U servers. Standard
cables also allow for greater efficiency because most data centers are
already wired for Ethernet.

Supporting multiple console connections to KVM switches

Although many KVM switches are limited to one console, some can
access multiple consoles. Such switches are often used in network
operation centers, where multiple administrators need to work on
different systems that reside in the same data center or even in the
same rack. If two administrators attempt to simultaneously access
the same system—or to access two different systems on the switch—
one administrator may be blocked. Depending on the product, a
switch may either display a “System is busy” message or allow the
blocked administrator view-only access to the system.

Some KVM products allow administrators to connect expan-
sion modules or existing KVM switches to each server port,
which increases the number of systems that can be controlled
through a single KVM switch; some KVM products also allow
administrators to build larger KVM matrices by cascading sev-
eral switches. When expanding a KVM product or building KVM
matrices, administrators should consider how many consoles
need simultaneous access to all the systems that are connected
to the KVM matrix.

For example, a blocking scenario can occur when two users
attempt to access the same system or two different systems in a cas-
caded switch without enough user connections. Figure 1 shows a
KVM switch that provides two console connections and support for
16 systems (a 2 X 16 switch). This switch is cascaded down to a
KVM switch with one console connection and support for eight

www.dell.com/powersolutions
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Administrator 1 Administrator 2

Second-tier
OutLook 180ES (1 x 8) switch

First-tier ¢ o ¢

OutlLook 2160ES (2 x 16) switch

Server 1 Server 2

Figure 1. Blocking configuration for KVM switches

systems (a 1 X 8 switch). If administrator 1 is connected to a server
in the second tier (server 1), then administrator 2 will be blocked—
unable to access any systems in the second tier. This scenario is
known as a blocking configuration. If administrator 2 needs to
access server 2 in the second tier while administrator 1 is access-
ing server 1, then the second-tier KVM switch requires at least
two console connections to the first-tier switch to ensure a non-
blocking configuration.

Implementing KVM switching at Dell

The Dell Enterprise Solutions Engineering Group deployed a com-
bination of Avocent AMX5010 and AMX5000 switches to create the
first and second tier of system access, respectively (see Figure 2).
Most departments also cascaded the AMX switches to Avocent
OutLook® 2160ES switches, allowing the use of a console attached
directly to the 2160ES switch as well as a console connection through
the AMX switch matrix (by connecting an Avocent AMIQ module
to the second output of the 2160ES). To provide an interface from
the AMX switches to the Dell 2161DS Remote Console Switch, up
to two Avocent AMXS5100 user stations were required between the
2161DS and the AMX5010 switch.

The implementation of a 2161DS switch allowed Dell to enable
remote KVM sessions. Because the 2161DS switch has both local
analog connections and two simultaneous KVM over IP digital con-
nections, it offers the advantage of both local console connections and
remote digital KVM sessions over IP. KVM over IP connections enable
engineers in the Dell Enterprise Solutions Engineering Group to run
tests or check server status from any location from which they can
establish a virtual private network (VPN) connection—including over
wireless connections established at Dell, from home, or on the road.
Remote digital connections also enable remote training or demo ses-
sions to be conducted on servers that reside in the Dell lab.

Administrators implement KVM switches at Dell to supplement
several other methods of systems management, including protocols
or applications such as Telnet, Microsoft® Terminal Services (in Remote
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AMX5010 switch

2161DS switch

|

AMX5100 user stations

Remote KVM over IP access

First-tier KVM switch

!

AMX5000 switch AMX5000 switch

l )

AMX5000 switch OutLook 180ES switch Second-tier

KVM switches

Servers

Figure 2. KVM switch deployment at Dell lab

Desktop for Administration mode), and Virtual Network Computing
(VNC)—as well as products such as Dell Embedded Remote Access
(ERA) and Dell remote access controllers (RACs). KVM switches do
not replace systems management tools such as Dell OpenManage™ IT
Assistant. Because the development labs at Dell are isolated from the
Dell corporate network, the use of these and other administration
tools that require network access are limited to use inside the lab.

Setting up cabling and attaching AMIQ modules to AMX switches
Deployment of the Avocent KVM switches at Dell was very straight-
forward. When planning the new Dell Enterprise Solutions
Engineering Group lab, each functional team ran Cat 5 cables through-
out the lab between 12-port patch blocks and centrally located patch
panels. Next, AMIQ modules were attached to servers and connected
to an AMX switch. When each server is powered up, it is automat-
ically added to the KVM configuration database, which holds infor-
mation about devices in the AMX switching matrix, such as changes
made to system connections. This database is always stored locally
on the AMX 50x0 switches, but a copy can also be stored on a sep-
arate server using Avocent AMWorks® software.

In some cases, AMIQ modules simply were attached to the con-
sole connector of an existing 8-port or 16-port analog KVM switch
and added to the AMX switching matrix. For 16-port OutLook 2160ES
switches that were already installed in a rack, functional teams con-
tinued using the rack-mounted LCD display on one 2160ES console
port and connected the AMIQ module to the second port.

When a server is powered up with the new AMIQ module
attached, the module automatically connects to the AMX switching
matrix and appears in the Avocent On-Screen Configuration and
Activity Reporting (OSCAR®) menu. Initially, the name provided for
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the module in the OSCAR menu is the unique identifier (UID)
number, which is located on a sticker on the back of each AMIQ
module. Once the AMIQ module appears in the OSCAR menu,
administrators can give it a more descriptive name.

For example, the name of the server to which the AMIQ module
is attached—or the location of the server, such as “rack9-appsrv14”—
can be set on the AMIQ module so that the server can be easily
identified. The AMIQ module stores this setting in nonvolatile
memory space, retaining the information even if the module is
physically moved to a different system. By establishing a consistent
naming convention, administrators can facilitate quick identifica-
tion of the systems to which AMIQ modules connect.

To simplify initial system identification, administrators can
power on one system at a time. The new AMIQ is easily locatable,
because it will be the only module with a service profile identifier
(SPID) number instead of an administrator-assigned name.

Enabling remote access using a Dell 2161DS switch

The 2161DS switch, which provides remote access to the AMX
matrix, was installed and connected to the AMX switch through
an AMX5100 console. That is, the server interface pod (SIP) module
for the 2161DS switch was connected to the console port on the
AMX5100, and the AMX5100 was connected to the output port on
the AMX50x0 switch. Local administrators created usernames and
passwords on the 2161DS switch, and remote administrators
installed the Dell Remote Console Software (RCS) management
application on their desktop or notebook systems. When con-
necting through a firewall, administrators must allow network
ports 2068 for Secure Sockets Layer (SSL) authentication, 3211 for
PS/2 devices, and 8192 for digital video.
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MODELS IN THE CURRENT DELL AND AVOCENT SWITCH LINES

Dell and Avocent KVM switches are flash-upgradeable and include the 0SCAR man-
agement tool, which provides a menu-based display from which administrators can
select servers and system configurations. OSCAR supports cascading, so that
switches can be used together in a matrix.

Avocent AMX switches enable multiple local administrators to view the same
server simultaneously, although only one can control the server at any given time.
Built-in support for the KVM over IP protocol allows the Dell 2161DS switch to sup-
port up to two simultaneous remote administrators in addition to one local console,
although each administrator must access a different server.

Avocent AMX switches are especially useful in larger installations, such as
the Dell Enterprise Solutions Engineering Group lab, because they have a large
number of server ports (inputs) and consoles (outputs) and support matrix exten-
sion through connection to additional AMX switches. The Avocent AMX switches
provide realtime video output up to 1,000 feet from the servers.

Dell 2161DS Remote Console Switch
This 1U rack-mountable switch supports one local console (output) and 16 server
ports (inputs). Using the optional eight-port port expansion module (PEM), admin-
istrators can expand each of the 16 server ports on the 2161DS switch to eight
additional server ports. By connecting as many as eight servers to a PEM, admin-
istrators can support up to 128 servers using one 2161DS switch.

The 2161DS switch reduces cable bulk in rack installations by using standard
Cat b, Cat be, or Cat 6 UTP cabling in conjunction with server interface pods (SIPs),
which connect the switch to individual systems. The SIPs condition and amplify
the analog signal before sending it through a single Cat 5, Cat be, or Cat 6 cable.
The 2161DS switch supports remote access through a 10/100BaseT Ethernet port.
Remote administrators run the Dell Remote Console Software (RCS) Java-based client
interface to initiate a digital KVM over IP session through the 2161DS switch. A
maximum video resolution of 1280 X 1024 is supported for remote connections.

Installing AMWorks software on Dell servers for backup and administration
An AMWorks software license is included with each AMX5000. This
Java™-based system administration tool supports customized user pro-
files and multilevel security, and allows system administrators to build
a user database with assigned access and password protection for each
server. The user database holds the user logins and access controls.

To ensure that the configuration could be easily backed up and
to simplify any future administration, the user and configuration data-
bases that were created on the AMX switches were synchronized
to a local database on a Dell server that had AMWorks software
installed. This copy serves as a backup, in case a failed AMX switch
needs to be replaced, and also allows new administrators and
devices to be added and the new configuration pushed out, or syn-
chronized, to the AMX switches. AMWorks software also allows
firmware upgrades to be installed remotely, without the need to phys-
ically attend to each switch or AMIQ module.

www.dell.com/powersolutions

Avocent AMX5000 switch

This 1U rack-mountable switch supports up to eight local consoles (outputs) through
the AMX5100 interface (see "Avocent AMX5100 user station”). Each console han-
dles up to 32 systems (inputs). Up to eight administrators can simultaneously
access any of the 32 systems from any of the AMX5100 user stations, or they can
access the same system. As a single unit, the AMX5000 switch offers a non-
blocking configuration. The 32 inputs can be used to connect to the outputs of addi-
tional AMX5000 or AMX5010 switches (see "Avocent AMX5010 switch”) to support
extra systems in a variety of blocking and nonblocking configurations. AMX5000
and AMX5010 switches also can be cascaded to Avocent Outlook 180ES or
OutLook 2160ES switches by connecting an Avocent AMIQ module—which is sim-
ilar to a SIP-to a 180ES or 2160ES output port.

Avocent AMX5010 switch

This 2U rack-mountable switch supports up to 16 local consoles (outputs) through
the AMX5100 interface. Each console handles up to 64 systems (inputs). Up to 16
administrators can simultaneously access any of the 64 systems from any of the
AMX5100 user stations, or they can access the same system. Similar to the
AMX5000 switch, the AMX5010 can connect to additional switches to support extra
systems in various blocking and nonblocking configurations.

Avocent AMX5100 user station

The AMX5100 interface for the local consoles is usually placed on the administra-
tor's desk and connects to the local monitor (VGA port), PS/2 keyboard, and PS/2
mouse port. The AMX5100 user station also connects to one of the outputs of the
AMX5000 or AMX5010 switch. To enable remote IP access to AMX switches for
one user, administrators also can connect an AMX5100 console to a KVM over IP
switch product such as the Dell 2161DS switch or the Avocent DS1800 switch, which
supports eight local consoles (outputs).

Enabling efficient hardware sharing and secure remote access
Dell and Avocent switching products offer the flexibility to imple-
ment analog and digital KVM connections in enterprise data cen-
ters. By implementing the Dell 2161DS Remote Console Switch and
Avocent AMX switching products in the Dell Enterprise Solutions
Engineering Group lab, Dell engineers gained an efficient way to
access and share equipment in a matrix-switching environment—
and enabled secure, remote logins that allow them to control sys-
tems when they are away from the lab. &

Mike Kosacek (michael_kosacek@dell.com) is a senior member of the Custom Solutions
Engineering Group at Dell. He specializes in storage area networks (SANs) and clustering.
Previously, Mike has been the lead development engineer on several Dell high-availability
cluster products. He has an Electronics Technology degree and is a Microsoft Certified
Systems Engineer (MCSE).
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Integrating Nagios and Ganglia

with Dell OpenManage Server Administrator
in Linux-based Environments

12

Enterprises that run the Red Hat” Linux” operating system on Dell™ PowerEdge™
servers can monitor system health proactively using open source tools such
as Nagios and Ganglia. This article explains how to integrate the monitoring capa-
bilities of Nagios and Ganglia with the Dell OpenManage™ Server Administrator

command-line interface.

BY DAN BERES, ROGER GOFF, AND TERRY SCHROEDER

Today’s data centers and high-performance comput-
ing (HPC) clusters pack more computing power into
less physical space. The increased density can gener-
ate a significant amount of additional heat that often
is not accompanied by increased cooling capacity.
Current-generation Intel® processor-based systems react
to higher operating temperatures by increasing fan
speeds and, if temperatures get hot enough, limiting
CPU performance to reduce power consumption. In the
case of HPC clusters running parallel applications, a
reduction in CPU performance of just one system may
slow the performance of the entire cluster. By moni-
toring system health proactively, administrators can
detect and address problems before they affect appli-
cation performance.

Administrators typically assess the current state of
network devices in one of two ways. The pull method
queries device instrumentation from a central monitoring
console at specified intervals, receiving a status or explicit
data value in response. Alternatively, the push method
constantly reports on device status by sending Simple
Network Management Protocol (SNMP) traps, data, or
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both from device instrumentation to a central monitoring
console. Both pull and push methods offer advantages.

Dell” OpenManage™ Server Administrator provides
instrumentation for Dell PowerEdge™ servers and mon-
itors systems using the push method. This article focuses
on Nagios and Ganglia, two open source monitoring
tools that use the pull method and can integrate with
Dell OpenManage Server Administrator to help manage
PowerEdge servers. Nagios—a host, service, and net-
work monitoring program designed to quickly inform
system administrators of problems—uses Linux® shell
scripts and executables to retrieve and report state infor-
mation. Ganglia is a real-time, agent-based monitoring
tool for HPC systems.

Managing servers with the Dell OpenManage

Server Administrator CLI

Dell OpenManage Server Administrator provides multiple
interfaces and integrates with open source frameworks
such as Ganglia and Nagios. The most common interfaces
are SNMP and the command-line interface (CLI). The
examples shown in this article—for Nagios, a custom
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> omreport chassis

Health

Main System Chassis

SEVERITY COMPONENT

0k : Fans

0k : Intrusion

0k : Memory

0k : Power Supplies
0k : Temperatures
0Ok : Voltages

0Ok : Hardware Log

>

Figure 1. Example report from omreport chassis command

plug-in that monitors the thermal status of any Dell PowerEdge
server; for Ganglia, a collection script that gathers and records tem-
peratures for all temperature probes in a PowerEdge server—can be
leveraged to create plug-ins and scripts that monitor other system
health components of a PowerEdge server. To run commands from
the CLI, Dell OpenManage Server Administrator must be installed
on each server being monitored.!

System administrators can obtain a quick system health overview
of a PowerEdge server by running the CLI command omreport
chassis. Figure 1 shows the type of information this command gen-
erates. When a problem occurs in a server component, the report
indicates a severity other than “OK” next to the component name.
To procure more in-depth information, administrators can add
additional arguments to the omreport chassis command. For
example, Figure 2 displays an excerpt from the main system chas-
sis temperature report for a PowerEdge 2650 server, which was
generated by the omreport chassis temps command. This sample
displays readings from only the first temperature sensor.

Although the format for the omreport chassis temps report
is the same regardless of which PowerEdge server it runs on, the
output for each PowerEdge server model differs by the number and
names of temperature probes reported. This article presents shell
scripts that address the variability in probe numbers and names,
enabling administrators to deploy both the Nagios and Ganglia
examples across all PowerEdge servers.

Figure 3 contains a listing of other PowerEdge attributes that
administrators can collect using Dell OpenManage Server Administrator.

SYSTEMS MANAGEMENT

> omreport chassis temps

Temperature Probes Information

Index : 0

Status : 0k

Probe Name ESM Frt I/0 Temp
Reading 26.0 C

Minimum Warning Threshold 10.0 C

Maximum Warning Threshold 50.0 C

Minimum Failure Threshold 5.0 C

Maximum Failure Threshold 55.0 C

Figure 2. Excerpt from omreport chassis temps command report

> omreport chassis -?

Command Description
acswitch AC switch settings.
bios BIOS properties”.

biossetup BIOS setup configuration.
currents Current probe(s) properties.
fans Fan probe(s) properties.
fancontrol Fan control settings.

Teds Chassis LED settings.
firmware Firmware properties.

info Chassis information.
intrusion Chassis intrusion status.
memory System memory configuration.

nics Network interace card(s) properties.

ports Port(s) properties.
powerbutton Power button control settings.
processors Processor(s) properties.

pwrsupplies Power supply(s) properties.

slots Slot(s) properties.

temps Temperature probe(s) properties.
volts Voltage probe(s) properties.

>

Figure 3. Example report from omreport chassis -? command

1'For a detailed listing of what information can be reported through the Dell OpenManage Server Administrator CLI, visit the D/l GpenManage Server Administrator CommandLine Interface User's Guide online at

http://docs.us.dell.com/docs/software/svradmin.

www.dell.com/powersolutions
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This report was generated by running the omreport chassis -? com-
mand. The remainder of this article focuses on data that is returned

when executing the omreport chassis temps command.

Monitoring system health with Nagios

Nagios is a monitoring console with a Web interface that can display
system health in a one-to-many relationship. It is available under the
GNU General Public License (GPL) from http://www.nagios.org.
Although Nagios can receive SNMP information, its true strength is
the ability to use any application or script to gather data. Data gath-
ering programs, often called plug-ins, are placed and run on each
client system being monitored. Plug-ins return relevant data and

» «

one of three states: “OK,” “Warning,” or “Critical.” Administrators
schedule plug-ins to run at specified polling intervals.

For the primary logic of a plug-in that returns the thermal
status of a PowerEdge server, visit Dell Power Solutions online at
http://www.dell.com/magazines_extras. To determine the thermal
state and report it to Nagios, the plug-in compares actual system
temperatures to the temperature thresholds set in the BIOS for each
thermal sensor within the server. The bash shell script—which reports
PowerEdge server thermal status and manages input parameter pars-
ing, usage statements, and so forth—is called nagios_check_temps
and can be found online at http://www.dell.com/magazines_extras.

Nagios takes the status returned from a plug-in, displays it on
the Web console, and stores its value in a database, enabling admin-
istrators to query the database for system status over specified time
intervals. Nagios also can trigger alert actions—from sending an
e-mail message to launching a script—based on the reported status.
Figure 4 shows the Nagios Web console, which displays the output
of the check_temps plug-in run on two PowerEdge servers.

File Edt View Go Bookmarks Tools Window Help

Back | Fomward Reload  Stop &hnp Mlocalhostnagios/

%} Home | WfBookmarks ¢ Red Hat Network (§Support f§Shop (fProducts (4 Training

— Status Totals = *WL
[ ] O T T | I o |
[t Proplems At Topes| [T
| ] < -

Service Status Details For All Host
Groups

ESM M Fanl RPM 5220 RPM-OK [] ESM
PV WARNING [] ESM MB Fan3 RPM
M M Fand REM 7560 RPM=-OK [ ESM

WARNING  10-15-2003 09:36:05 Ocl 14h35m 155 353

compued FANS

10-15-2003 09:3 255 141 13h42m 515 13
10-15-2003 09:3605 0d Oh S0im S5 173

TEMPS  WARNING 10-15-2003 09:32:55 0 17h 2m 38 303

muster  FANS oK
IcessH oK

10-15-2003 09:32:55 0 14h 37m 426 173
10-15-2003 09:36:03 1l 13h 28m 475 13

TEMPS  WARNING 10-15-2003 09:32:55 0 17h Im 385 35

7 Matching Service Entris Displayed

o

Figure 4. Nagios Web console showing display for the check_temps plug-in
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Dell Upenl\/lanage Server Nagios is an excellent tool
for alert and trend management
Administrator provides of PowerEdge servers. Its ability
to gather any information, and
multiple interfaces subsequently to report on the
status of that information, is par-
and integrates ticularly valuable for organiza-
tions seeking to integrate the
with open source management of their IT infra-
structure. This article presents
frameworks such as only a rudimentary example of
what Nagios can do with the
Ganglia and Nagios. information gathered from the
Dell OpenManage Server Admin-
istrator utilities. Many other applications are viable, making

Nagios an effective tool for managing PowerEdge servers.

Monitoring cluster metrics with Ganglia

The open source forum SourceForge maintains Ganglia, a widely
accepted cluster-monitoring program. Ganglia provides a Web-
based front end to display real-time data for both an aggregate
cluster and each system in a cluster. A multithreaded daemon
process runs on each cluster node to collect and communicate the
host state in real time.

By default, Ganglia monitors a collection of metrics, including
CPU load, memory usage, and network traffic. It also provides a
tool called gmetric that enables administrators to extend the set of
metrics they monitor. To monitor sensors on PowerEdge servers,
Ganglia pulls values from each server using the Dell OpenManage
Server Administrator CLI and passes those values to gmetric. Admin-
istrators can track the values from the Ganglia Web console. This
article discusses Ganglia version 2.5, but a new version of Ganglia
currently under development will modify the method for extend-
ing the data that Ganglia monitors.

The following command line uses the Dell OpenManage Server
Administrator omreport statement, combined with the Linux grep
and awk commands, to retrieve the temperature of CPU 1 on a
PowerEdge 2650 server:

omreport chassis temps index=1|grep Reading|awk
"{ print $3 }'

If administrators create a command called cpul_temp that
returns the output of the previous omreport command line, then
the following command line will send the result to the Ganglia Web
console and create a new metric graph labeled “cpul_temp”:

gmetric —name cpul_temp —value 'cpul_temp'
—type float —units Celsius
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Running gmetric once inserts a single result into
the Ganglia database and plots a single data point
on the metric graph in the Ganglia Web interface.
To track a sensor’s value over time, administrators
must place entries into cron? to execute gmetric at
the desired polling interval.

Administrators can track all the tempera-
tures on a PowerEdge server using a Linux
bash shell script. For the bash shell script,
ganglia_check_temps, visit http://www.dell.com/
magazines_extras. Figure 5 shows the resulting
Ganglia display after setting up system cron
jobs to run this temperature collection script
on a PowerEdge 2650. Similar scripts to moni-
tor system health parameters, such as fan speeds
and voltages, can be derived from this script.

Ganglia can be a powerful tool for cluster
administrators who need to track the resource
utilization and system health of cluster nodes.
The data trends provide administrators with
valuable information that can be used to iden-
tify issues and plan future system and data
center requirements.

Protecting server health with powerful tools

Administrators in enterprise Linux environments
rely heavily on tools such as Nagios and Ganglia
to proactively monitor the state and utilization of
compute resources. When combined with the Dell

OpenManage Server Administrator CLI, Nagios and Ganglia enable
early detection of device conditions that may be an indicator of
broader data center problems. Early detection can help system
administrators proactively address warning conditions before they

lead to system failure and unplanned downtime. &

Dan Beres (daniel_beres@dell.com) is an enterprise technologist in the Advanced Systems
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Figure 5. Example Ganglia displays after running temperature collection script
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FOR MIORE INFORMATION

2Cron is a program that allows administrators to create jobs that will run at a given time.
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Remotely Managing UNIX and Linux Servers Using the

Dell BAC Senal/Telnet Console

Introduced in the 3.0 release of Dell™ remote access controller (RAC) firmware, the RAC

76

serial/telnet console provides administrators with a standard serial console for remotely

managing Dell PowerEdge™ servers running UNIX” or Linux” operating systems. The

console offers system power management capabilities, pre—operating system redirec-

tion capabilities, and support for kemel-mode messaging.

BY AURELIAN DUMITRU

ell” remote access controllers (RACs) provide remote
Dsystems management capabilities on supported Dell
PowerEdge™ servers. Although four types of RACs are
available—Dell Remote Access Card III (DRAC III),
DRAC III/XT, Embedded Remote Access (ERA), and
Embedded Remote Access Option (ERA/O)—they share
many of the same features and are supported by a common
software stack, which is part of Dell OpenManage™ Server
Administrator.

One new feature introduced in the 3.0 release of
RAC firmware is the RAC serial/telnet console, which
provides administrators with a standard serial console
for remote management of servers running UNIX® or
Linux® operating systems. Dell has enhanced its stan-
dard serial console with new functionality, none of
which requires custom software to be installed or run-
ning on the host:

+ System power management to enable power up,
power down, power cycle, or reset

 Redirection of pre-operating system firmware such
as BIOS screens

 Support for kernel-mode messaging using SysRq
magic keys
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This article explains how the RAC serial/telnet con-
sole is implemented, provides details on how to config-
ure the console, and includes an example of how to set

up the IT environment for optimal console performance.

Understanding the functionality of the

RAC serial/telnet console

The RAC serial/telnet console provides a means by which
administrators can access the ttyS1 serial console and
video console of a UNIX or Linux host through either a
serial connection (using a VT-100 or ANSI® client) or a LAN-
based Telnet connection. The RAC serial/telnet console pro-
vides a rich set of commands for performing system power
management tasks, configuring the RAC, and viewing RAC
and system logs. The serial/telnet console uses the same
set of commands as the Racadm command-line utility that
originally was part of the RAC software stack. Therefore,
administrators need not learn a new set of commands to
use the RAC console.

The RAC acts as a gate between its PowerEdge host
system and the remote administrator, providing optimal
console-redirection performance combined with user-
level security. Depending on the hardware interfaces
and support offered by its host, the RAC can provide
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access to the host console through a serial connection to the RAC,
a Telnet connection, or both. For example, provided that the
RAC is properly configured, the Dell PowerEdge 2650 server offers
connectivity using either a VT-100 or ANSI serial client or a LAN-
based telnet client.

As shown in Figure 1, the RAC hardware features two serial inter-
faces (RAC serial 1 and RAC serial 2) and one video interface
(RAC video interface). The RAC serial 1 interface is used for host-
to-RAC serial communication; the RAC serial 2 interface is used for
RAC-to-client communication. Thus, administrators must properly
set up two baud rates (baud_rate_1 and baud_rate_2) to gain remote
access to the serial console on the host. Baud_rate_1 in the RAC
configuration must be in sync with the Linux ttyS1 baud rate.
Baud_rate_2 must be in sync with the baud rate of the VT-100 or
ANSI client. Any mismatch between these values will make the
RAC serial/telnet console unusable. Note that baud_rate_1 and
baud_rate_2 are not necessarily set to the same value.

For optimal performance, Dell recommends setting baud_rate_1
to 57,600 bps and baud_rate_2 to 115,200 bps, as well as enabling
hardware flow control for the host. RAC relies on hardware flow
control to avoid dropped characters during serial communication;
flow control enables the host to respond to Request To Send/Clear
To Send (RTS/CTS) signals.

Regardless of whether a serial or Telnet connection is established
with the RAC, the console will present the user with a login prompt.
The login is authenticated against the RAC user database, which
resides on the RAC. Because the authentication is RAC-based, not
host-based, administrators can log in to the RAC console even on
a dead server, provided that the server has power. Once authenti-
cated, the administrator connects to the serial console using the
connect com2 command, or to the video console of the host using

the connect video command.

Host serial RAC serial 1 RAC video - Host video
interface (baud_rate_1) interface - interface
RAC fi
Irmware « RA_C network
interface
¢ card (NIC)
COM2 RS-232 RAC serial 2
circuitry and > | (baud_rate_2
DB'S com (baud.rae2) RAC
I Null modem cable LAN
A — A —
VT-100 client Telnet client

Figure 1. RAC serial/telnet console configuration on PowerEdge 2650 server
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To maintain security, all users are not granted all privileges.
All administrators should be able to access the serial and video
consoles of the host. However, only the root user can power up
the system or configure the RAC—for instance, to change a baud
rate. In addition, the root user’s password and location within the
RAC user database can be changed.

Configuring the RAC serial/telnet console
To set up the RAC serial/telnet console, the following RAC configu-
ration parameters need to be modified in the following sequence:

1. Upgrade the RAC firmware to version 3.0.

2. Upgrade the host system BIOS to the latest version available,
or check to make sure that the current system BIOS supports
the RAC serial/telnet console.

3. Configure and enable the RAC serial/telnet console by saving
the following sample RAC configuration in a text file (for
instance, rac.cfg) and then applying the configuration using
the Racadm interface:

#

# Object Group "cfgSerial"
#

[cfgSerial]
cfgSerialBaudRate=115200
cfgSerialConsoleEnable=1
cfgSerialConsoleQuitKey=, ./
cfgSerialTelnetEnable=1

#

i Object Group "cfgRacTuning"
#

[cfgRacTuning]
cfgRacTuneHostCom2BaudRate=57600

The preceding sample configuration file will:

+ Enable the RAC serial console

* Enable the RAC telnet console

» Set the RAC-to-client baud rate to 115,200 bps

» Set the host-to-RAC baud rate to 57,600 bps

+ Set the console quit key sequence—which allows the
administrator to exit the host ttyS1 serial console or
video console redirection and go back to the RAC
serial/telnet console—to “,./” (comma dot slash)

In the sample configuration file, the names in square brackets
are the groups into which the various configuration parameters

POWER SOLUTIONS 77



SYSTEMS MANAGEMENT

serial --unit=1l --speed=57600

terminal --timeout=10 console serial

title Red Hat Linux Advanced Server (2.4.9-e.3smp)
root (hd0,0)
kernel
initrd /boot/initrd-2.4.9-e.3smp.img

title Red Hat Linux Advanced Server-up (2.4.9-e.3)
root (hd0,0)
kernel
initrd /boot/initrd-2.4.9-e.3.im

/boot/vmlinuz-2.4.9-e.3smp ro root=/dev/sdal hda=ide-scsi

/boot/vmlinuz-2.4.9-e.3 ro root=/dev/sdal s

console=tty0 console=ttyS1,57600

Figure 2. Modifications to /etc/grub.conf to enable ttyS1 serial console redirection

are organized. Refer to the Dell Remote Access Controller
Racadm User’s Guide for additional information on RAC

configuration parameters.

4. Use the following racadm command to apply these changes:

racadm remote connect options config -f

config filename

where remote connect optionsis -r rac_ip_addr

-u root -p password and config filename is the name of
the configuration file (for instance, rac.cfg). The remote
connect options variable is needed only for executing
Racadm remotely, for example when configuring a remote
RAC from a management station over a LAN. From the
RAC’s host console, administrators need not use this vari-
able because Racadm can communicate directly with the
RAC that exists in that system.

5. Reset the RAC using the following command to make the
changes effective:

racadm remote connect options racreset

o

Reboot the RAC host, enter the BIOS configuration page,
and select “Integrated Devices.” On the PowerEdge 2650,
verify that Serial Port 2 is set to COM2. On the
PowerEdge 1750, verify that Serial Port 1 is set to “Off.”

~

Select “Console Redirection” from the main BIOS configu-
ration page. The three settings should be configured as
follows for the PowerEdge 2650 server:

» Console Redirection: Serial Port 2

* Remote Terminal Type: VT-100

* Redirection After Boot: Enabled
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For the PowerEdge 1750 server, the administrator must
choose RAC instead of Serial Port 2.

. Save the changes and reboot the system. The system reboot

is important because it allows the RAC and the BIOS to syn-
chronize their communication parameters. Depending on the
specific configuration of a system, the RAC may not redirect
BIOS screens if the BIOS and the RAC do not sync up.
Because the BIOS and the RAC synchronize when the system
boots, at least one system boot needs to occur after the
administrator enables and configures the RAC serial/telnet
console. No additional reboots are required thereafter.

. After both the RAC and the BIOS are in sync, at least three

Linux files must be changed to enable ttyS1 serial console
redirection: /etc/grub.conf or /etc/lilo.conf (depending on
the bootloader used), /etc/inittab, and /etc/securetty. How-
ever, none of these changes is required if only access to the
host video console is needed. Required modifications to the
three files are shaded in Figures 2, 3, and 4.

Note: In Figure 2, the Linux host baud rate is set to
57,600 bps in the /etc/grub.conf or /etc/lilo.conf file,
which is in sync with the host-to-RAC baud rate set in
the sample RAC configuration text file (rac.cfg) in the

# Run gettys in standard runlevels
co:2345:respawn:/sbin/agetty -h -L 57600 ttyS1 vt100

12345

o O B W N =

:2345:
:2345:
:2345:
:2345:

:2345:

respawn:
respawn:
respawn:
respawn:
:respawn:
respawn:

/shin/mingetty
/sbin/mingetty
/shin/mingetty
/sbin/mingetty
/sbin/mingetty
/shin/mingetty

ttyl
tty2
tty3
tty4d
ttyb
tty6

Figure 3. Modifications to /etc/inittab to enable ttyS1 serial console redirection
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tty8
tty9
ttyl0
ttyll
ttyS1

Figure 4. Modifications to /etc/securetty to enable ttyS1 serial console redirection

previous example. The same host-to-RAC baud rate of
57,600 bps is used when invoking the agetty command
(see Figure 3). Nevertheless, the -h flag, when present on
the same line, forces agetty to use hardware flow control
for the communication. As explained in “Understanding
the functionality of the RAC serial/telnet console,” the
RAC relies on hardware flow control for reliable serial
communication with its host.

10. After modifying the files, restart agetty or reboot the RAC
host to complete the configuration process. The RAC is now
ready to redirect its host serial console.

Optimizing the IT environment for serial/telnet console performance
Depending on the IT environment and the hardware capabili-
ties of the RAC host, administrators may choose to use either
a serial connection or a Telnet connection to the RAC. Many
organizations use serial concentrators, or terminal servers, to
consolidate multiple serial connections. Unfortunately, not all
serial concentrators are alike: they vary with respect to
configuration parameters, configuration interface, and wiring.
Most serial concentrators use an RJ-45-to-DB-9 adapter. For
connection schematics for two adapters that can be used to
connect a RAC to a Cisco® 2511 serial concentrator, visit Dell
Power Solutions online at http://www.dell.com/magazines_extras.

Regardless of whether a serial or Telnet connection is used,
administrators must first log in to the RAC prompt to view
RAC system logs, then redirect either ttyS1 serial consoles or
video consoles, and—if logged in as root—configure the RAC or
reboot the system. Some organizations also use SysRq magic
keys to capture kernel-level status information as part of the
IT support process.

The RAC serial/telnet console supports SysRq functionality,
although the methodology is slightly different for a remote con-
nection than for a local console. At the local console, the adminis-
trator normally would press the Alt + SysRq + magic_key sequence
to get the expected SysRq output. If using the remote connection, the
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administrator enters the send break command on the serial or
telnet client and then presses one of the SysRq magic keys. This
SysRq functionality will work only when redirecting ttyS1; it will
not be present if the administrator connects to the remote con-
sole and then redirects the host’s video console. To gain access to
ttyS1, administrators must use the connect com? command in the
RAC console.

For example, an administrator may want to collect as much
information as possible to assist with a problem diagnosis and
to store this information in a file. Generally the problems encoun-
tered can be divided into two areas: an unresponsive system or
a system that has crashed. In either case, the administrator may
need to connect to the RAC and then access the host ttyS1 serial
console or video console. If the system appears to be hung, the
administrator probably requires output from the “b,” “m,” “p,”
and “t” SysRq magic keys. Once that information is gathered, the
RAC can be used remotely to restart the server, after which the
administrator can examine the boot screens for further clues. If
the system appears to have crashed, then the best approach may
be to examine the RAC system logs. Depending on the state of
the system, the administrator may choose to use the RAC to
restart the server.

Enabling server recovery and configuration management
through RAC

The RAC serial/telnet console can be a valuable remote management
tool for IT administrators. Besides supporting industry-wide systems
management practices, the RAC serial/telnet console is enhanced with
features that allow for server recovery, system configuration man-
agement, and RAC configuration management. The RAC serial/telnet
console is software-independent and helps administrators interact
smoothly with the RAC host. &

Aurelian Dumitru (aurelian_dumitru@dell.com) is a senior software engineer with the Custom
Solutions Engineering team at Dell, where he works to deploy and customize systems man-
agement for medium to large enterprises. Before joining the Custom Solutions Engineering
team, he held the lead engineer position for the Remote Management Delivery team.
Aurelian has 12 years of experience in hardware, software, and system design and integra-

tion. He has an M.S.E.E. degree from the Technical University of lasi, Romania.
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Dell Remote Access Controller Racadm User's Guide:
http://docs.us.dell.com/docs/software/smdrac3/RAC/en/index.htm

Remote serial console how-to:
http://www.fags.org/docs/Linux-HOWTO/Remote-Serial-Console-HOWTO.html
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Troubleshooting Servers

with Dell Remote Access Controllers

System downtime Is a serious detriment to business—enterprises stand to lose money

and customers if a server fails and business-critical applications are interrupted. Using

Dell™ remote access controllers, system administrators can identify server problems quickly

and resolve them efficiently.

BY JON MCGARY

erver failure is a reality that all system administrators

must face. However, armed with the right tools and
the knowledge of how to use them effectively, adminis-
trators can identify and resolve common problems quickly.
Dell™ remote access controllers (RACs) provide alert noti-
fication; event traceability through the use of log files; and
remote server access using power management, console
redirection, and remote floppy boot tools to assist admin-
istrators in troubleshooting and correcting problems.

Four types of RACs are available: Dell Remote Access
Card III (DRAC III), DRAC III/XT, Embedded Remote Access
(ERA), and Embedded Remote Access Option (ERA/O).
Each RAC is designed to provide extensive remote man-
agement capabilities for Dell PowerEdge™ servers.

Alerting administrators to potential issues

By notifying administrators immediately when a warning
condition arises, a RAC can help reduce and sometimes
avoid system downtime. The RAC continuously monitors
server sensors and their Intelligent Platform Management
Interface (IPMI) hardware logs to determine when to send
alerts to administrators. IPMI—a specification for manage-
ment controllers that are embedded in system components—
enables RACs to monitor the physical condition of servers
based on sensor reports of characteristics such as tem-
perature, voltage, fan, power supply, and cover intrusion.
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Administrators can configure the RAC to send an alert
to as many as 16 recipients when a monitored component
exceeds a specified operating range; alerts can be sent
through the RAC’s integrated network adapter or modem
(the latter is supported only by DRAC III). Supported alert
notification formats are e-mail messages, Simple Network
Management Protocol (SNMP) traps, and alphanumeric
and numeric pages (see Figure 1).

Each alert will be classified at one of three possible
status levels: informational (healthy), warning (noncritical),
or critical (failure). An informational alert indicates that the
system is healthy or working as expected. This type of
alert may be generated when, for example, a system moves
from an unacceptable operating temperature (warning or
critical range) back to an acceptable temperature. A warn-
ing alert indicates that a monitored component is outside
an administrator-specified operating range. A critical alert
indicates that a component is in a failure condition—it has
moved outside the minimum or maximum threshold values
and requires immediate attention.

An e-mail alert contains the following information:
message (including test message), event description, date,
time, severity, system ID, model, BIOS version, asset tag,
service tag, managed system name, operating system (OS)
type and name, and Embedded Systems Management
(ESM) version.
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RAC type E-mail message SNMP trap  Alphanumeric page Numeric page
DRAC Il with modem Yes Yes Yes Yes
DRAC llI/XT Yes Yes No No
ERA Yes Yes No No
ERA/0 Yes Yes No No

Figure 1. Supported formats for alert notification

Accessing a server through the RAC

Once administrators are alerted to potential problems, they can con-
nect remotely to the RAC to review the trace logs. RACs provide the
following methods to access a failed server or a server that cannot
be accessed through its network adapter; this article focuses on the
features of the RAC’s Web-based interface.

+ Web-based interface: Enables remote graphical access through
the RAC’s network adapter using a supported browser.

+ Racadm command-line interface (CLI) utility: Allows
administrators to connect to the managed server and execute
Racadm subcommands from a remote console or manage-
ment station using only the IP address of the managed
server. This utility is supported only on Microsoft® Windows
Server™ 2003, Microsoft Windows® 2000 Server, and Red Hat®
Linux® operating systems.

+ Telnet console: Provides access through the RAC network
adapter to the COM2 port, video, and hardware management
interfaces of the server, and supports serial and Racadm com-
mands to the RAC including system boot, reset, power up,
and power down.

* Terminal emulation: Provides access through the RAC to
the COM2 port, video, and hardware management interfaces
of the server through either the external serial connector or
external DRAC III VT-100 serial connector. Terminal emula-
tion software such as Hilgraeve HyperTerminal® or minicom
supports serial and Racadm CLI utilities.

Connection to the RAC through the Web-based interface

Administrators can use any supported Web browser to access
the RAC’s Web-based interface—no additional software is required.
To connect to the login window, administrators enter “http://RAC IP
address” (where RAC IP address is the IP address of the RAC) in the
address field of the Web browser. The RAC login window will appear;
typing the local RAC username and password will authenticate and
log the administrator into the RAC.

Investigating the problem

Once the RAC has identified a potential problem and sent a notifi-
cation, system administrators can investigate the alert condition
using the hardware log, RAC log, power-on self-test (POST) log, and
last-crash screen.
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Hardware log. The hardware log, also referred to as the ESM
log, displays critical events that occur on the managed server, such
as component threshold changes, system reset, and system boot
(see Figure 2). The log is the first place an administrator should check
if the system is not functioning properly. The hardware log is gen-
erated by ESM instrumentation on the server and by the RAC if it is
configured to monitor any managed system events.

RAC log. The RAC log is a persistent log maintained in the RAC
firmware. It contains a list of user actions and alerts issued by the
RAC (see Figure 3). If the RAC loses communication with the man-
aged server, all entries that the RAC would have added to the hard-
ware log (such as power failure or RAC sensor alerts) are added to
the RAC log until communication is reestablished.

POST log. The POST log is helpful when troubleshooting an
abnormal boot process. It records the events and processes that
occur when the server boots but before the OS starts. Activities such
as configuring SCSI and RAID controllers and initializing Peripheral
Component Interconnect (PCI®) cards are some of the tasks that
occur before the OS starts. The contents of the POST log are writ-
ten by the BIOS of the managed server and are overwritten during
each system boot. The log displays a POST code and description of
the boot event.

Last-crash screen. The RAC last-crash screen feature can be
configured to capture the last image on a managed Windows-
based server when a system hangs or crashes. This display pro-
vides information about events that led to the system crash. If the
OS stops communicating with the RAC, a snapshot image of the

- Microsoft Internet Explorer

s tep
Qsearch (aFavories (BHistory | [N L§
s [E1 sz 1650201

Properties \__Sensors Configuration Y_Remote Access {_Debug
POST | RAC | Hardware | Boot Path Analysis | Last Crash Screen

192.168.0.201

EISRAC Embedded System Management (ESM) Log

Embedded System Management Log contains

Date & Time ipti
Tue Nov D4 11:11:40 2003 Log cleared

Tus NovD4 11:11:41 2003 ESM M Fant RPM fan sensor datcted a waring (9500 RPM)
Tus NovD4 11:11:45 2003 ESM MB Fant RPM fan sensor retumed to normal (4740 RPY)

Figure 2. The hardware log

Microsoft Internet Explorer
5 Hep

Qoo Grovortes o | B &

Configuration Y, Remote Access {_Debug
POST | HAG | Hardware | Boot Path Analysis | Last Crash Screen

Remote Access Controller (RAC) Log
Bit | Clearlog | SaeAs | Refiesh

Remote Access Controller Log cantains

Description

Severity Date & Time User D
<

“Tue Nov 04 11.08:50 2003 RACWoot  RACOTBA  RAC log cleared
< Tue NovD4 11:10:01 2003 RACWoot  RAC1B0A end REDIR console (192.168.0.163:Web)
< Tue NovD4 11:10:03 2003 RACwoot  RAC154A logout (192.168.0.163:Web)

2 Tus Nov04 11:10:10 2003 RACUoot  RAC155A login (192.168.0.163 Web)

Figure 3. The RAC log
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Server Reset Options | Remote Floppy Boot | Cansole Redirect

Remote Floppy Boot
Select the location of the remote floppy image and click Insert Image.

Current Remote Floppy Boot Settings

Attribute Value
image inserted o
oot Mode Physical boot device
Remote Floppy Mode Read Only
Insert remote floppy image
 Insert remote floppy image from the TFTP server
TFTR IP address isz | [ies Jo [
File name. Jbootimg bin
 Insert remote floppy image from the local file
File narme. Browse.

Insert image

Figure 4. The Remote Floppy Boot screen

server console is retrieved by the RAC and stored in persistent RAC

memory for review.

Remotely managing the server using the RAC

Server reset options, console redirection, and the RAC remote floppy
boot (RFB) feature can help administrators resolve problems remotely
once alert conditions have been identified.

Server reset options

In some situations, the administrator must reboot the server to
resolve the problem or to monitor the boot process (using text
console redirection) based on information found in the POST log from
the previous system boot. The RAC provides several power man-
agement actions on the managed server, such as graceful shutdown
through the OS or hard reset. From the Server Reset Options window
in the RAC Web-based interface, the following power management
options are available:

* Graceful server shutdown: Shuts down the managed server
using OS interfaces. If the OS is not available, this option is
grayed out on-screen and unavailable.

 Graceful server restart: Shuts down and restarts the managed
server using OS interfaces. If the OS is not available, this
option is grayed out on-screen and unavailable.

« Reset: Resets the system (equivalent to pressing the reset
button); the power is not turned off by this action.

» Server power cycle: Powers down the server and powers it
up again (equivalent to pressing the power button twice).

» Server power on: Powers up the server (equivalent to
pressing the power button once).

« Server power off: Powers down the server (equivalent to
pressing the power button once).

Console redirection

After connecting to the RAC, administrators can access the text and
graphical consoles! of the managed server using the Console Redirect
tab from the Remote Access window of the RAC Web-based inter-
face. The console redirection option allows administrators to use the
display, mouse, and keyboard on a local management station to
control the corresponding devices on the remote managed server.
This feature is critical for administrators because it allows them to
open a text redirection window on the remote server to control and
monitor the boot sequence, helping identify initialization failures
during the boot process.

Remote floppy boot

If additional system diagnostics or tools must be loaded on the
server to assist in diagnosing problems, administrators can use the
RFB feature of the RAC (see Figure 4). The RFB feature enables
administrators to load a DOS-bootable floppy image into the RAC
memory, reboot the server (using the RAC power management fea-
tures), and restart the server from the floppy image. The RFB process
is equivalent to inserting a DOS-bootable floppy disk into the remote
server and booting from the disk.

The RFB feature allows administrators to create several bootable
image files with various diagnostics or tools and to load the image
that is most applicable to solve the problem. The RAC RFB window
provides an interface for administrators to view current RFB settings
as well as to insert, configure, and remove a bootable floppy image
in the RAC.

Achieving new efficiencies using Dell RACs

Dell remote access controllers can help improve systems avail-
ability by alerting administrators when potential problem con-
ditions are detected. In addition, RACs can log characteristics
of critical system components and provide remote access to
servers to help administrators troubleshoot and correct prob-
lems. As business-critical applications demand more system
resources and higher availability, RACs are becoming indispensa-
ble to the system administrator’s toolkit. Dell RACs can help resolve
server failures effectively, reducing downtime and enhancing over-
all system efficiency. &

Jon McGary (jon_mcgary@dell.com) is a senior software developer in Dell OpenManage™
Remote Management. Prior to joining Dell, Jon was employed by Tandem Computers and
specialized in remote management of fault-tolerant computers. He has a B.S. from Texas
A&M University.

11f the Novell® NetWare® 0S is installed on the managed server, only textmode redirection is supported.
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simplitying Enterprise Deployment

of Dell Remote Access Controllers

The Racadm command-ine utility can improve [T efficiency in enterprises that have large

|TM

deployments of Del

Powerkdge™ servers by enabling administrators to configure and

replicate settings across multiple Dell remote access controllers (RACs). Examples of activ-

ities that can be automated using Racadm include managing usernames and passwords,

configuring RAC event management, and updating RAC firmware for a set of RACs.

BY ZAIN KAZIM, BALA BEDDHANNAN, AND ALAN DAUGHETEE

Dell” remote access controllers (RACs) provide secure
access to help improve local or remote systems man-
agement of Dell PowerEdge™ servers, whether operational
or not. In enterprise environments that have large-scale
PowerEdge server deployments, ongoing operations and
updates to multiple RACs can be time-consuming.
Powerful RAC management tools can improve IT pro-
ductivity and resource management. Dell offers several
options to simplify the management and maintenance of
RACs. This article discusses the implementation of auto-
mated processes to manage, configure, and update
multiple RACs using the Racadm command-line utility
and native operating system (OS) scripts.

The Racadm command-line utility provides a scriptable
interface that allows administrators to configure RAC set-
tings either locally at a server (a managed system) or
remotely from a console (a management station). The
Racadm utility enables administrators to gather server status
information, issue server control commands, and manage
firmware stored in the RAC. Because Racadm runs on most
popular operating systems, the utility provides consistent
commands for a wide variety of platforms and architectures.
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The Racadm utility supports operations through
the use of command-line parameters, switches, and a
configuration file that stores all pertinent data required
to configure a RAC (see “Sample RAC configuration file
parameters”). Using Racadm subcommands and the
RAC configuration file, system administrators can con-
figure and replicate settings across multiple RACs with
the aid of simple scripts. These scripts allow multiple
Racadm commands to be automated for tasks such as
the following:

* Managing usernames and passwords for a set of RACs
+ Configuring RAC event management
+ Updating RAC firmware across multiple RACs

Understanding Racadm installation and modes

for configuring a RAC

The Racadm utility ships with Dell PowerEdge servers
on the Dell OpenManage™ Systems Management CD and
is also available at http://support.dell.com. Racadm
can be installed and used on managed systems and man-
agement stations.
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During the express installation of Dell OpenManage software,
Racadm is installed by default (along with other RAC software com-
ponents for managed systems) on Dell PowerEdge servers that con-
tain RACs and are running supported versions of Microsoft®
Windows® and Red Hat® Linux® operating systems. Racadm also can
be installed on supported Windows-based management stations. For
supported Novell® NetWare® operating systems, administrators must
manually select to install Racadm and other RAC software compo-
nents during managed-system installation.

Racadm supports three methods for configuring a RAC:

» Locally on the managed system, as an application running
on the Microsoft MS-DOS® operating system, version 6.22
and higher; useful for pre-OS RAC configuration

* Locally on the managed system, as a Windows, Linux,
or NetWare application

» Remotely from a management station, as a Windows

application

Configuring a RAC in MS-DOS mode

Racadm commands can be executed in an MS-DOS environment.
The MS-DOS mode enables administrators to perform scriptable
configuration of the RAC prior to the deployment of an OS.
To execute a Racadm command in MS-DOS mode, administra-
tors must copy the racadm.exe file from the RAC directory
on the Dell OpenManage Systems Management CD to a bootable
MS-DOS disk.

Because Racadm runs on MS-DOS, administrators can use
Racadm to configure RACs through third-party environments such
as Microsoft Automated Deployment Services (ADS) and Altiris®
server deployment and provisioning software.

Executing local and remote Racadm commands

Using the racadm command, administrators can enter subcommands
to configure RAC properties. These RAC properties include user,
session management, Simple Network Management Protocol
(SNMP), and network and security settings. When administrators
execute the Racadm subcommands, the Racadm utility sets or
retrieves object property values from the RAC property database.
These commands can be executed both locally on the managed
system and remotely from a management station. To execute Racadm
commands remotely, administrators must specify the IP address
and a valid username and password for the RAC. The following exam-
ple illustrates how an administrator can reset a RAC locally from a
managed system and remotely from a management station.

From a managed system:

racadm racreset
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From a management station:

racadm -r 192.168.100.001 -u root -p rootpassword
racreset

Using a RAC configuration file to enable multiple

RAC configurations

The Racadm command-line utility enables administrators to
configure multiple RACs in a single step using a configuration
file. A RAC configuration file is a simple text file, similar to an
.ini file. Although the name of a RAC configuration file does
not require a specific extension, throughout this article the .cfg
extension is used.

The RAC configuration file contains a list of RAC objects
and their associated property values (see Figure 1). Each object
is categorized into a group that best describes it. For instance, the
user management-related objects are arranged in the cfgUserAdmin
group and the security settings-related objects are in the
cfgRacSecurity group.

SAMPLE RAC CONFIGURATION FILE PARAMETERS

This representative set of RAC configuration file parameters can be con-
figured and replicated across multiple RACs. Parameters are categorized
by functional groups.

User settings
« Username (login)
« User password
- Administrator e-mail (enable/disable)
« Administrator e-mail address

Security configuration
- Secure Sockets Layer (SSL) handshake RSA key size
- Certificate Signing Request (CSR) common name and
organization
+ CSR locality, state, and country code
+ CSR e-mail address
Other authentication setting options

SNMP trap configuration
- |P address of trap destination
- Traps (enable/disable)
« SNMP trap community
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RAC configuration files can be extremely useful in an IT envi-
ronment where multiple RACs share similar settings. In such situa-
tions, administrators can create a configuration file containing property
values for all objects that need to be replicated across multiple RACs
in the environment. Administrators can then use a script to deploy
those settings efficiently across the network to a set of RACs.

Creating a RAC configuration file

A RAC configuration file can be created three different ways,
allowing administrators the flexibility to use the method best suited
to their needs:

* Build the file from scratch by using the Dell Remote Access
Controller Racadm User’s Guide to obtain a list of all the
available groups and objects

+ Obtain a file from a RAC that is already installed and
configured by using the racadm getconfig command

* Obtain a file using the racadm getconfig command and
then customize the file as needed

The simplest way to create a configuration file is to execute the
racadm getconfig command on a system whose RAC settings are
to be replicated across multiple systems, and then edit the config-
uration file to remove system-specific settings like static IP addresses.
If built from scratch, the configuration file must follow the parsing
rules specified in the Dell Remote Access Controller Racadm User’s
Guide. This guide is available on the Product Documentation CD
shipped with Dell PowerEdge servers and is also located at
http://docs.us.dell.com/docs/software/smdrac3/RAC/en/index.htm.

Managing user authentication settings

The RAC supports a maximum of 16 administrators. Using the
RAC configuration file, administrators can add new users or modify
existing RAC user settings. These settings include usernames, user
passwords, and user e-mail and page settings for receiving the RAC
event alerts (see “Configuring SNMP event traps”). The objects
for user settings are arranged in the cfgUserAdmin group. For
example, to add or change a user password and enable e-mail
alerts for a user named “John,” an administrator would add or
modify the following lines in the RAC configuration file under
the cfgUserAdmin group:

cfgUserAdminUserName=John
cfgUserAdminPassword=1234
cfgUserAdminEmailEnable=1

cfgUserAdminEmailAddress=john@xyz.com

These commands will create a user named “John” if the
user does not already exist, set the password to “1234,” and enable

www.dell.com/powersolutions
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i Object Group "cfgUserAdmin"

#

[cfgUserAdmin]

# cfgUserAdminIndex=1
cfgUserAdminUserName=root
cfgUserAdminPrivilege=0
cfgUserAdminAlertFilterRacEventMask=0x300000
cfgUserAdminAlertFilterSysEventMask=0x77777
cfgUserAdminPageNumericEnable=0
cfgUserAdminPageNumericNumber=
cfgUserAdminPageNumericMessage=SE
cfgUserAdminPageNumericHangupDelay=0x0
cfgUserAdminPageAlphaEnable=0
cfgUserAdminPageAlphaNumber=
cfgUserAdminPageAlphaProtocol=8N1
cfgUserAdminPageAlphaBaudRate=0x4b0
cfgUserAdminPageAlphaCustomMsg=
cfgUserAdminPageAlphaModemConnectTimeout=0x3c
cfgUserAdminPageAlphaPagerId=
cfgUserAdminPageAlphaPassword=
cfgUserAdminEmailEnable=0
cfgUserAdminEmailAddress=
cfgUserAdminEmailCustomMsg=
cfgUserAdminPageModemInitString=AT+GCI=B5
cfgUserAdminPageModemPort=0x1
cfgUserAdminType=0x3

# Object Group "cfgTraps"

i

[cfgTraps]

# cfgTrapsIndex=1
cfgTrapsDestIpAddr=10.104.250.1
cfgTrapsEnable=1
cfgTrapsSnmpCommunity=
cfgTrapsFilterRacEventMask=0x300000
cfgTrapsFilterSysEventMask=0x77777

# Object Group “cfgRacSecurity”
#

[cfgRacSecurity]
cfgRacSecCsrKeySize=0x400
cfgRacSecCsrCommonName=
cfgRacSecCsrOrganizationName=
cfgRacSecCsrOrganizationUnit=
cfgRacSecCsrLocalityName=
cfgRacSecCsrStateName=
cfgRacSecCsrCountryCode=
cfgRacSecCsrEmailAddr=
cfgRacSecSs1Enable=1
cfgRacSecVncInEncryptEnable=1

# cfgRacSecAuthLocalRacEnable=0x01
cfgRacSecAuthLocalOsEnable=1

Figure 1. A sample RAC configuration file showing objects and their property values

POWER SOLUTIONS

85



SYSTEMS MANAGEMENT

e-mail delivery of RAC event alerts to the e-mail address
“john@xyz.com.”

Configuring SNMP event traps

RACs can send SNMP traps to management consoles—for instance,
a Dell OpenManage IT Assistant management station—when an
event, such as the expiration of a server watchdog timer, occurs.
Defined under the cfgTraps group, a maximum of 16 SNMP trap
entries can be stored in the RAC management information base
(MIB). Administrators can specify these SNMP trap settings by adding
lines of code similar to the following in the RAC configuration file
under the cfgTraps group:

cfgTrapsDestIpAddr=192.168.1.1
cfgTrapsEnable=1
cfgTrapsSnmpCommunity=public

These commands will enable SNMP traps for all RAC event
alerts to be sent to the destination IP address of 192.168.1.1
using the community name “public.” Each community name has
a level of security (such as read-only or read-write); the server
embeds the community name in an SNMP request for the receiv-
ing machine to check.

Using automation to replicate RAC configurations
A powerful feature of the Racadm utility is the capability
to increase efficiency by automating the configuration of
RACs. Once all the desired property values for the objects are
specified in the RAC configuration file, administrators can use
the racadm config command to deploy and replicate the settings
specified in the RAC configuration file to multiple RACs in
the environment.

The following sample command replicates the configuration
contained in the myconfig.cfg RAC configuration file remotely to a
RAC at the IP address 192.168.100.001:

racadm -r 192.168.100.001 -u root -p rootpassword
config -f myconfig.cfg

The following sample procedure demonstrates how to use a con-
figuration captured from a model system to configure multiple RACs
on the same network. In this example, the management station
runs a Windows OS. Figure 2 shows a schematic view of
this scenario.

1. Configure the source RAC on the model system.

2. Use the following command to capture the source RAC’s
settings in a file named config_file.cfg:
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Figure 2. Configuration and deployment of multiple systems

racadm getconfig -f config_file.cfg

In these commands, “root” is the administrator username on
the RACs and “rootpassword” is the administrator password.
When a RAC is shipped, these values are set by default to
“root” and “calvin,” respectively.

3. If Dynamic Host Configuration Protocol (DHCP) is used to
assign IP addresses, no IP address changes need to be
made to the configuration file. However, if the source RAC
is using a static IP address, remove or modify the static IP
address information from config_file.cfg before configuring
the other RACs.

The following command configures every RAC whose
IP address is listed with the same configuration as the
model system:

for %%s in (198.62.20.2 198.62.20.3 198.62.20.4)
do racadm -r %%s -u root -p rootpassword

config -f config_file.cfg

Refer to Microsoft Windows Help for information on the for
command.

Alternatively, if a file listing the IP addresses for the RACs
to be configured is available, insert the list dynamically by
using the following command within a script:

for /f "usebackq" %%s in ('type filename.lst")
do racadm -r %%s -u root -p rootpassword

config -f config_file.cfg
Automating RAC firmware updates

Keeping up-to-date with the latest systems management soft-
ware is critical for effective and efficient management of servers
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in an enterprise environment. Performing RAC firmware updates
for a significant number of PowerEdge servers can be a time-
consuming task if performed one RAC at a time.

The Racadm utility simplifies this task by providing the
fwupdate subcommand, which performs a firmware update in a
single step by taking advantage of a RAC’s ability to download
firmware from a remote server running Trivial FTP (TFTP).

The following sample command can be used in a script to
update RAC firmware on multiple RACs:

racadm fwupdate -g -u -a TFTP IP address
-f path/filename

In this example, the -g option instructs the RAC to down-
load the firmware update file from a location specified by the
-f option, using the TFTP server at the IP address specified by
the -a option. The -g option loads the firmware update file into
RAC memory, and the -u option instructs the RAC to perform
the actual firmware update.

The following sample procedure demonstrates how to use a
configuration captured from a model system to install the latest
firmware on the specified RACs:

1. On a server running TFTP, which has an IP address of
192.68.0.1, download the latest firmware for the RACs
from http://support.dell.com.

2. Place the RAC firmware file in the root directory of the
TFTP server.

3. Update the firmware for each of the RACs using an
approach similar to that used for distributing the RAC
configuration:

For %%s in (198.62.20.2 198.62.20.3 198.62.20.4)
do racadm -r

%%s -u root -p rootpassword fwupdate -g -u -a
192.68.0.1 -f firmware_filename

SYSTEMS MANAGEMENT

Enabling efficient management of RACs

using Racadm and scripting

By providing administrators with remote access to Dell PowerEdge
servers, RACs can help increase server availability through early
notification of potential or actual failures. In addition, RACs can
improve administrator productivity by reducing travel time and
the costs of managing remote servers. Also, RACs can increase
server security by providing secure access that can be used for
monitoring and controlling remote servers.

The Racadm command-line utility and native OS scripting sim-
plifies the management of multiple RACs in an enterprise environ-
ment by enabling automation. Automation can help save time and
reduce the need for IT resources by enabling administrators to
deploy RAC configurations and updates efficiently across the net-
work to a set of RACs. In this way, automation can streamline the
deployment, configuration, and ongoing operation of RACs for IT
departments that use a large number of Dell PowerEdge servers. &
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System Recovery

Using Windows Server 2003 on Dell PowerEdge Servers

By understanding different ways to recover a failed server, administrators can minimize

Interruptions to critical business processes. This article explores several powerful

|TM

mechanisms for the recovery of Del

Windows Server™ 2003 operating system.

PowerEdge™ servers running the Microsoft”

BY RANJITH PURUSH, NEFTALI REYES, AND EDWARD YARDUMIAN

usiness interruptions and loss of productivity caused

by system failure can be damaging and expensive. To
help avoid unplanned outages, Microsoft has improved the
robustness of the Windows Server™ 2003 operating system
(0S), introducing enhanced system recovery features. At
the same time, Windows Server 2003 continues to support
the recovery options that were provided in the Microsoft®
Windows® 2000 Server OS.

Dell also provides support for system recovery with
both software- and hardware-based server management
products. Dell” remote access controllers (RACs) are one
such category of hardware devices. RACs are supported
in most Dell PowerEdge™ servers. Together, Microsoft
and Dell recovery features can help provide smoother
operation of Dell PowerEdge servers running Windows
Server 2003.

Most recovery methods require advanced knowledge
of the OS. Therefore, attempting to recover the system
using basic recovery options such as Windows Safe-Mode
Boot, Last Known Good Configuration, and Device Driver

Rollback—a feature new to Windows Server 2003—is
recommended before proceeding to more advanced
features. This article covers two advanced Microsoft
Windows recovery options:

+ Emergency Management Services: An advanced
recovery option introduced in Windows Server 2003,
Emergency Management Services (EMS)! provides
powerful out-of-band management capabilities.

* Automated System Recovery: As a last resort
when EMS functionality does not solve the prob-
lem, Automated System Recovery (ASR)2 may be
used to format the hard disks and recover the
system from backed-up files.

Understanding in-band and out-of-band management

In-band management refers to the many mechanisms avail-
able to manage a system that has a fully functional OS
and server hardware. For example, the Dell OpenManage™
systems management product suite offers in-band server

1 Microsoft EMS should not be confused with the Dell OpenManage IT Assistant event management system (EMS), which monitors servers for specific events. For more information on
event monitoring by IT Assistant, see “Understanding and Selecting Events to Monitor in IT Assistant” by Manoj Gujarathi in e/ Power Solutions, May 2002.

2 Microsoft ASR should not be confused with automated server recovery (ASR), which is a hardware-based fault-tolerance feature. All ASR mentions in this article refer to

Microsoft ASR.
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management that enables administrators in an enterprise environ-
ment to manage hundreds of servers over the network from a single
management console.

An in-band connection can be used only when the server is fully
operational and accessible over the network. When these conditions
cannot be met, out-of-band management methods must be used to
manage the server remotely. Administrators can use out-of-band
management when attempting to recover a system that has had a
critical failure such as an unresponsive, or hung, OS.

An out-of-band connection uses a serial port, a modem, or a ded-
icated network interface card (NIC) together with specialized admin-
istration software—such as the EMS suite of applications—to
communicate with the remote server. The out-of-band systems man-
agement approach does not replace in-band systems management;
it simply enables administrators to quickly return a server to its fully
functional state so they can once again control the server using in-
band methods.

In a typical out-of-band management network, administra-
tors control devices over a route separate from the main com-
munication network. When in-band communication over a
standard network path fails, administrators use the out-of-band
network to connect to the servers, diagnose the problem, and
effect repairs. Figure 1 shows a network that has both in-band
and out-of-band connections, the latter implemented through
serial connections.

An out-of-band connection through a serial console port
relies on the most primitive OS services. As long as the kernel
is functioning, the system can be accessed through the serial
console port—even if the network stack or graphical user inter-
face (GUI) is not operational. Because the console port delivers
only text data, it offers good performance over low-bandwidth
connections such as dial-up lines.

Using Windows EMS for out-of-hand management
EMS is a powerful new out-of-band system recovery suite introduced
in Windows Server 2003. EMS features, which involve multiple ele-
ments of the Windows Server 2003 OS, allow for system recovery
through the server’s serial console port even when the server is
unavailable through the network because the operating system’s
network stack and user interface are not functional.

EMS support on Dell PowerEdge servers has two primary

requirements:

* BIOS support for console redirection: To control and
recover a server using out-of-band management, the server
firmware must support console redirection; additional

requirements may depend on an organization’s specific
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Figure 1. A server infrastructure that supports both in-band and out-ofband management

server management implementation. Fifth-generation
PowerEdge servers (such as the PowerEdge 2500 and
2550) and newer PowerEdge servers (such as the
PowerEdge 2650 and 6600) support console redirection
by allowing the local display to be diverted to a remote
console through serial ports. To enable or verify this fea-
ture, administrators can access the BIOS configuration
page of a Dell PowerEdge server by pressing F2 immedi-
ately after the server starts booting, and then setting
Console Redirection to “Enabled.”

+ BIOS support for SPCR table: With the exception of the
PowerEdge 1550, all fifth-generation and newer PowerEdge
servers support the Serial Port Console Redirection (SPCR)
table. The SPCR table provides EMS with information about
the out-of-band management port as well as related configu-
ration details. If the Dell PowerEdge server does not support
the SPCR table, administrators must provide the EMS config-
uration parameters and information about the out-of-band
management port to the Windows Server 2003 OS by using
the bootcfg command.3 The same command may be used
to change the default configuration of EMS even if the server
supports the SPCR table.

The main components of EMC are the two remote management
consoles that are available only within EMS: the Special Adminis-
tration Console (SAC) and the !Special Administration Console
(!SAC). EMS also includes components that are standard features
of the Windows Server 2003 OS, to which EMS has added console
redirection capability.

3 For more information about using bootc g to enable EMS, visit http://msdn.microsoft.com/library/default.asp?url=/library/en-us/ddtools/hh/ddtools/bootini_58xf.asp.
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‘¢ DellPowerEdge_EMS - HyperTerminal M=
Fle Edt tew Cal Transfer Hep
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SAC>

EVENT: The CHD command is now available.

SAC>?

ch Channel management commands. Use ch -7 for more help

cnd Create a Command Prompt channel.

d Dump the current kernel log

Toggle detailed or abbreulated tlist info.

Display this list.

List all IP network numbers and their IP addresses.
1 <H> <ip> <subnet> <gateway> Set IP addr., subnet and gateway.

id isplay the computer identification information.

7 or help

k <pid> Kill the given process.
1 <pid> Lower the priority of a process to the lowest possible.
lock Lock access to Command Prompt channels.

n <pid> <MB-allow> Limit the memory usage of a process to <MB-allow>.

p Toggle paging the display.

r <pid> Raise the priority of a process by one.

s Display the current time and date (24 hour clock used).
s mm/dd/yyyy hh:mm  Set the current time and date {24 hour clock used).
t

Tlist.
restart Restart the system immediately.
shutdown Shutdown the system immediately.
cagshdump Crash the system. You must have crash dump enabled.
>

TR

[Connected 0:02:02 [Vrige  pesosti  [SCROLL [caps [ [capie [Frintecha

Figure 2. List of commands available in the EMS SAC

EMS supplies text-mode console redirection

EMS console redirection has been integrated into multiple aspects
of the OS, including the setup loader, the text-based setup process,
Remote Installation Services (RIS), the loader, and the Stop error han-
dler. Support for console redirection in the setup loader, the text-based
setup process, and RIS allows for remote installation of the OS using
EMS. Meanwhile, console redirection support by the loader and the
Stop error handler are crucial in aiding system recovery.

The console redirection feature allows administrators to view and
manage a remote server. The Dell PowerEdge server BIOS supports
text-mode console redirection during the server’s power-on self-test
(POST) until the OS begins to load. EMS supports text-mode con-
sole redirection as soon as Windows Server 2003 begins to load, and
the feature remains available until the Windows GUI begins to load.
This provides administrators with uninterrupted text-mode console
redirection through an out-of-band management port beginning from
server POST until the EMS SAC or !SAC session is available.

SAC enables 0S management

SAC is the primary EMS command-line environment4 that allows
administrators to access and control several Windows Server 2003
components. As a kernel-level function, SAC remains accessible even
after high-level applications cease to respond. If a server is not
responding because of a misbehaving process, administrators can
use SAC to stop the errant process and even restart the server. By
providing a limited set of very powerful commands, SAC can return
the system to an in-band state. While in a SAC session, administra-
tors can do the following:

« Set or view the IP address of the server
» Restart or shut down the server

« List all used and available resources (such as physical
memory and kernel memory)

« List processes, kill processes, limit a process’s memory usage,
or change process priority

» Create command-prompt channels to access the file system,
enabling administrators to run text-based applications such
as the bootcfg command-line utility, replace system files, and
copy files from CDs or floppy disks

+ Invoke a crash dump that can be used for debugging

+ Generate a Stop error that will create a memory dump file

* Dump the kernel log

For a complete list of SAC commands, use the help or ? com-
mand from within the SAC session. This will display the command
list as shown in Figure 2.

One of the most robust features of SAC is the provision for admin-
istrators to access the local file system. This capability is made pos-
sible by the Special Administration Console Helper service (sacsvr),
which allows administrators to create up to eight simultaneous
command-prompt channels. Access to each channel is secured and
requires valid login credentials to a local or domain account. With
access to the file system and even floppy disks, CDs, and network
shares, the SAC command-prompt channels can be used to replace
corrupted or missing system files. Although SAC will not remember
the mapped network connections on the host server, SAC command-
prompt channels can be used to access network shares as long as
the TCP/IP stack on the host server is functional (see Figure 3).

If critical system files such as pci.sys or files that identify
hardware necessary for the boot process are corrupted or missing,

t
Server Server 0S is loading 08 is fully 0S has
powered = POST  ===3> (Windows === loaded and > generated
down —_— loader) = initialized Stop error
Dell BIOS- and (blue screen)
Dell RAC- fi
supported supported EMS-supported SAC with Console
remote console console command rediirection,
power-up redirection redirection channels SAC, or ISAC
Windows 0S o
" in distress > Hung 03
SAC (with
or without SAC or ISAC
command may be
channels) available
or ISAC

EMS available while Windows is active

Figure 3. Availability of system recovery components on a Dell PowerEdge server when the Windows

Server 2003 0S is in different states (arrows represent the transitions in 0S state)

4The SAC command-ine environment is different from the standard command-line environment available in Windows operating systems and it offers different functionality.
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some of the basic OS components including SAC may fail to load.
When SAC fails to load, Windows Server 2003 attempts to make
ISAC available.

ISAC provides auxiliary 0S control

ISAC is an auxiliary EMS command-line environment hosted by
Windows Server 2003 that also communicates through the out-of-
band management port. The ISAC command-line environment is dif-
ferent from both the SAC and Windows Server 2003 command-line
environments. When SAC fails to load or is not functioning, !SAC
becomes available automatically.

The primary functions of !SAC are to redirect text from Stop
error messages and allow administrators to restart the computer if
SAC becomes unavailable. To this end, !SAC offers a subset of SAC
commands, which can do the following:

 Restart the server
 Display computer identification information and all log entries
- Display Stop error message explanatory text

If missing or corrupted critical system files prevent even !SAC
from loading, administrators should use alternative methods to
replace key system files.5

Terminal emulation software establishes SAC and !SAC sessions

on remote servers

The serial port is the most common out-of-band management port
used by EMS, and PowerEdge servers continue to provide a
legacy serial port that is supported by Windows Server 2003.
Industry-standard conventions for terminal emulation such as
VT-UTFS8 and VT-100 enable remote EMS consoles to send com-
mands to the server through a serial connection. With its sup-
port for enhanced escape sequences and language localization,
VT-UTFS8 is the preferred terminal type for viewing EMS output.
However, if VI-UTF8 emulation is not available or supported by
the terminal emulation software, VI-100 + or VT-100 emulation
can be used.® Dell PowerEdge servers currently support only
VT-100 emulation for console redirection.

A terminal emulator such as the Hilgraeve HyperTerminal® util-
ity, which supports VT-UTF8 and other terminal control standards,
can be used for viewing EMS output sent through the server’s
serial port. The Hilgraeve HyperTerminal utility ships with most
Windows client and server operating systems, including Windows

Microsoft EMS

Dell RAC
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Microsoft ASR

* Support out-of-band
management only

* Support out-of-band and
in-band management

« Offer alternative recovery
option when all other

recovery operations fail

* Allow remote power-down * Allow remote power-up

< Allow remote reboot * Require backup and restore

* Allow remote power-down
of system volumes

* Support graphic and text-mode
console redirection if 0S is
functional

* List and kill processes . .
* Require administrators to

proactively make periodic
backups using the ASR utility

* Support backup and restore
of system state only (not a
full data backup utility)

* List used and available
resources

* Access hardware log,

local external storage POST log, and boot log

media, and network * Monitor system health and

shares alert administrators to

potential hardware problems

* Access file system,

« Configure IP address
* Perform remote floppy

* Redirect Stop error !
boot function

messages
* Dump kernel log and
invoke crash dump

This listing includes only features that may be useful for system recovery, and is not representative of the full
feature set for each component.

Figure 4. Components useful for system recovery of Dell PowerEdge servers running Windows Server 2003

Server 2003. The connection from the host client system that runs
the terminal emulation software to the target server should
be through a null modem cable. For information on configuring
a HyperTerminal session to connect to the EMS console and on
accessing EMS SAC and !SAC using HyperTerminal, see “Using
HyperTerminal to send EMS commands to the server.”

Exploring alternative system recovery options
The EMS implementation in Windows Server 2003 allows admin-
istrators to attempt out-of-band system recovery when the OS or
the software stack on the server might have caused a system fail-
ure. With the Dell OpenManage systems management suite, Dell
extends the capabilities of administrators to troubleshoot hardware
issues by supporting in-band and out-of-band management. Dell
OpenManage Server Administrator—which can monitor a server’s
health including voltage, temperature, and cooling fan status—can
be configured to alert administrators of any potential problems.”
Figure 4 summarizes the features of each system recovery
option discussed in this article and how those features may con-
tribute to the recovery of PowerEdge servers running Windows
Server 2003.

Windows EMS enhances the functionality of a Dell RAC
On many PowerEdge servers Dell provides a RAC, which is a
hardware-based remote console that is completely independent of

5The Windows loader (NTLDR) makes available a concise version of ISAC that allows administrators to restart the server. This version of ISAC is automatically made available to either the remote or local

console by the loader when it cannot load the kernel.

6 For more information about selecting client terminal software for EMS and supported conventions and escape sequences, visit http://www.microsoft.com/technet/treeview/default.asp?url=/technet/prodtechnol/

windowsserver2003/proddocs/standard/EMS_VT100_conventions.asp.

7 For more information on the Dell OpenManage suite, visit http://support.dell.com;/systemdocumentation/index.aspx?category=6,111.
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USING HYPERTERMINAL TO SEND EMS COMMANDS T0 THE SERVER

The following two procedures indicate how to connect to Microsoft EMS and

access EMS SAC and ISAC using the Hilgraeve HyperTerminal utility.

Configuring HyperTerminal to connect to EMS
using a serial port
Prerequisites:

- Enable console redirection on the target server system BIOS by
pressing F2 immediately after the server starts booting, and then
setting Console Redirection to “Enabled.”

Connect a null modem cable between the client system'’s serial COM
port and the target server's serial COM port.

—_

. On a client computer, open a new HyperTerminal session from the
Start menu by selecting Start > Programs > Accessorigs >

HyperTerminal. If HyperTerminal is not available in the Accessories list,

locate it by selecting Start > Programs > Accessories >
Communications > HyperTerminal.

Note: Although the HyperTerminal utility is available in Microsoft
Windows Server 2003, it is not installed by default. It can be
installed manually by enabling it in the Add/Remove Windows
Component applet. To do so, go to Start > Settings > Control Panel >
Add/Remove Programs > Add/Remove Windows Components >
Accessories and Utilities > Communication > HyperTerminal.

2. In the Connection Description dialog box, enter a name for the
connection.

3. In the Connect Using field on the Connect To dialog box, select the
COM port on the client that has been connected to the server.

4. Choose the following in the COM Port Properties dialog box:
« Bits per second: 9,600
- Data bits: 8

the server firmware and 0OS.8 The RAC’s dedicated network port
offers an Ethernet-based out-of-band management option. Typi-
cally, when a server hangs, administrators must physically press the
power button to power cycle the server. The capability of the RAC
to remotely cold boot, restart, and shut down servers that do not
have a functional OS can greatly enhance the power cycling capa-
bilities of Windows recovery systems. When used in conjunction
with the EMS available in Windows Server 2003, a RAC can help
provide a powerful and robust recovery system.

All the latest Dell servers ship with the Dell Embedded Remote
Access (ERA) controller or support the Embedded Remote Access

« Parity: None
« Stop bits: 1
« Flow control: Hardware

The HyperTerminal serial communications program is now ready to use.

Accessing EMS SAC and !SAC using HyperTerminal

1. Complete the previous procedure to configure a HyperTerminal session
between the client and target systems.

2. Power on the target server.

The Dell server firmware will redirect the power-on self-test (POST)
information for the server to the HyperTerminal session. After the
POST, when the 0S begins to load, Dell firmware console redirection
will end and EMS console redirection will begin. The following mes-
sage will appear on the HyperTerminal session window: “Computer is
booting, SAC started and initialized.”

At this time, most SAC commands are accessible, but the
command-prompt channels are not yet available because the SAC
services have not yet completely registered. SAC is fully operational
when it displays the following message: “EVENT: The CMD command
is now available.”

3. If the Redirection After Boot option has been selected in the server
system BIOS, the SAC messages will be blinking. Press Esc + Tab to
stop the blinking.

4. Use the he1p or 2 command at the SAC prompt to display a list of
supported SAC commands.

5. Use the Esc and Tab keys to toggle between the command channels
and the SAC console.

Option (ERA/0). Older systems support variations of the ERA con-
troller such as the Dell Remote Access Card III (DRAC III) and
DRAC III/XT, which provide a subset of the functionality that the
ERA controller offers.?

ASR recovers a failed system and restores system state

ASR is an advanced option of the Windows Server 2003 Backup
Tool that allows administrators to recover a failed system and
restore it to the configuration that was most recently backed up.
In Windows Server 2003, ASR takes the place of the Emergency
Repair Disk feature found in earlier Microsoft server operating

81n this article, Dell Remote Access Card IIl (DRAC I}, DRAC Ill/XT, Embedded Remote Access (ERA), and Embedded Remote Access Option (ERA/O) are collectively referred to as RACs. When information applies

only to a specific RAC, it is identified explicitly.

9 For more information on Dell RACs, visit http://support.dell.com/docs/software/smdrac3/RAC/en/is/racugc 1.htim#28099. To access the user guides for the different RAC, visit http://support.dell.com/docs/

software/smdrac3/index.htm.
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systems. Note: It is highly recommended that ASR be used
only after all other system recovery methods have been attempted
and the only remaining option is to reformat the disk and
reinstall the OS.

The advanced recovery options discussed thus far are tools
that can be used to attempt to recover a failed system without
requiring any prerequisites such as a system backup. With the ASR
Backup utility, administrators can initiate periodic backups of
server system state and then, with the ASR Restore utility, use these
backup files to attempt to restore system state when a server
encounters a critical failure.

Without a backup, ASR Restore will not be able to restore a
failed system. In such cases, the only option to recover the system
is for administrators to reinstall the OS and reconfigure all physical
storage manually.

ASR allows for the restoration of system state, critical files on the
system, and boot partitions. System state includes the following:

* Boot files and system files

+ Files protected by Windows File Protection (WFP)

* The registry

 Performance counter configuration information

+ The Component Object Model+ (COM+) class registration
database

» The certificate services database (if the server is a Microsoft
Certificate Server)

 Microsoft Active Directory® directory service database

+ The sysvol directory (if the server is a domain controller)

 Cluster database information (if the server is a node in a
cluster)

 Internet Information Services (IIS) metabase (if the server
has IIS installed)

Backing up user data is critical and should be implemented as
a separate process from ASR, which is not a data backup utility.
Although ASR can restore data files that are in the system or boot
volumes, it does not restore data files that reside in other logical or
physical partitions or volumes. However, if the disks that host the
data volume are not corrupted, they may be accessible once ASR
restoration is complete.

An ASR restoration typically follows these steps:

* Rebuild the critical volumes (volumes that host the OS) using
the information stored in a floppy disk that was created
during ASR backup.

+ Perform a simple installation of Windows Server 2003 using
the Windows Server 2003 installation CD.

 Begin the restoration automatically from the media on which
the ASR backup was created.

www.dell.com/powersolutions
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For step-by-step instructions on how to use ASR for backup
and restore operations, visit Dell Power Solutions online at
http://www.dell.com/magazines_extras.

Developing more robust recovery mechanisms

With the introduction of EMS and enhanced ASR features,
Windows Server 2003 offers IT organizations robust system recov-
ery options. Dell PowerEdge servers provide the required hardware
and software stack that further expedites system recovery. In the
future, the Dell OpenManage systems management suite will intro-
duce enhanced support for EMS and other recovery options that will
allow administrators to use more robust and standardized Ethernet-
based out-of-band mechanisms to handle system recovery. &

Ranijith Purush (ranjith_purush@dell.com) is a systems engineer in the Server Operating
Systems Engineering Department at Dell. His current areas of focus include virtualization
software and performance benchmarking. Ranjith has an M.S. in Electrical and Computer

Engineering from The University of Texas at Austin.

Neftali Reyes (neftali_reyes@dell.com) is a systems engineer in the Server Operating
Systems Engineering Department at Dell. He has a B.S. in Computer and Information Systems
Management from Park University in Missouri, and an associate’s degree in Electronics Tech-

nology from Austin Community College. He is a Microsoft Certified Systems Engineer (MCSE).

Edward Yardumian (edward_yardumian@dell.com) manages the Operating Systems
Engineering and Certification teams in the Dell Enterprise Product Group. Previously, Edward led
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FOR MIORE INFORMATION

Disaster recovery:
http://www.microsoft.com/technet/treeview,/ default.asp?url=/technet/prodtechnol/
windowsserver2003/proddocs/entserver/concepts_recovery.asp

Microsoft Emergency Management Services:
http://www.microsoft.com/technet/treeview/default.asp?url=/technet/prodtechnol /
windowsserver2003/proddocs/entserver/ems_topnode.asp

http://www.microsoft.com/whdc/hwdev/platform/server/headless/default. mspx

Microsoft Automated System Recovery:
http://www.microsoft.com/technet/treeview/default.asp?url=/technet/prodtechnol /
windowsserver2003/proddocs/entserver/asr_overview.asp

Dell remote access controllers:
http://support.dell.com/docs/software/smdrac3/RAC/en/is/racugc L.htm#28099

http://support.dell.com/docs/software/smdrac3/index.htm

http://www 1.us.dell.com/content/topics/global.aspx/power/en/
ps2q02_bell?c=us&cs=bbb&I=en&s=hiz
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Simplifying Linux Management with
Dynamic Kernel Module Support

At times, administrators may need newer drivers than the ones found in the Linux”

operating system kernel. Dynamic Kernel Module Support, a software project created

by the Dell™ Linux Engineering team, efficiently decouples driver releases from kernel

releases, helping to provide an orderly method for distributing the latest drivers even

when they are not yet merged into the Linux kemel.

BY GARY LERHAUPT AND MIATT DOMSCH

s the Linux® operating system (OS) gains a deeper

foothold in enterprise environments, system admin-
istrators have become increasingly concerned about the
management of Linux kernel modules. In the best-case
scenario, every driver needed to run every piece of system
hardware would come precompiled with the Linux kernel.
In practice, however, hardware drivers often are released
separately from the kernel, and updates for drivers native
to the kernel also are released independently, supersed-
ing the drivers within the latest kernel version.

Until the ultimate goal of pushing all driver modifi-
cations back into the kernel is met, Dynamic Kernel
Module Support (DKMS), a software project created by
the Dell™ Linux Engineering team, can help administra-
tors add, build, install, remove, and track Linux kernel
modules. DKMS aims to create a standardized framework
for collecting driver source code, building this source code
into loadable compiled-module binary files, and then
installing and uninstalling these modules into the Linux
kernel as needed. In addition, DKMS provides powerful
features for managing and maintaining modules across
multiple systems and keeping track of which module
version is installed on which kernel version.

POWER SOLUTIONS

By creating a separate framework for driver source
code and the module binary files that are compiled from
that source code, DKMS efficiently decouples driver
releases from kernel releases. Decoupling driver and kernel
releases permits administrators to update drivers on exist-
ing kernels in an orderly and supportable manner as soon
as they are available. Thus, DKMS serves as a stopgap,
providing a way to distribute the latest driver updates
until the source code can be merged back into the kernel.

In addition, DKMS streamlines the process of com-
piling from source code. Rebuilding RPM™ (Red Hat®

Package Manager) source
In the best-case scenario, packages can be time-
consuming and problem-
atic. DKMS helps simplify
Linux development by

every driver needed
to run every piece of creating a single exe-
cutable that can be called
system hardware would  to build, install, or unin-
stall modules.

Further, DKMS makes

configuring modules on

come precompiled
with the Linux kernel. new kernels particularly
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easy for less-experienced Linux DBCOUD“HQ driver
developers: The modules to be
installed can be based solely on and kernel releases
the configuration of a kernel that
was previously running. In pro- permits administrators
duction environments, this repre-
sents an immediate advantage. For to update drivers on
example, using DKMS, IT man-
agers no longer have to choose existing kernels in an
between a predefined solution
stack or the security enhancements  Orderly and supportable
of a newer kernel.

DKMS has two target audi-

ences: developers who maintain

manner as Soon as
and package drivers, and system they are available.
administrators. This article focuses

on DKMS from the system administrator perspective of using
DKMS to simplify Linux enterprise computing management.!

Understanding basic DKMS commands

Before exploring the uses of DKMS, it is helpful to understand the
life cycle by which DKMS maintains kernel modules. Figure 1 rep-
resents each potential state for a module—Added, Built, and
Installed—and each arrow indicates a DKMS action that can be used
to switch between the various states. The sections that follow exam-
ine each of these DKMS actions further.

Most importantly, DKMS was designed to work with RPM.
Using DKMS to install a kernel module often can be as easy as
installing a DKMS-enabled module RPM, because module pack-
agers can use DKMS to add, build, and install modules within
RPM packages. Wrapping DKMS commands inside an RPM
package preserves the benefits of RPM—package versioning,
security, dependency resolution, and package distribution
methodologies—while DKMS handles the work that RPM does
not: the versioning and building of individual kernel modules.
Of course, DKMS works just as well when not used in conjunc-
tion with RPM, so it is important to understand how to use these
basic commands to fully leverage the capabilities of DKMS.

Add command adds a module and module version to the tree

DKMS manages kernel modules at the source-code level. First,
the module source code must be located in the directory
/usr/src/module - module-version on the build system. A
dkms.conf file with appropriately formatted directives also must
reside within this configuration file to tell DKMS where to install
the module and how to build it. The dkms.conf file should come

LINUX ENVIRONMENT

from the module packager and be included with the module
source code. Once these two requirements have been met and
DKMS has been installed on a system, administrators can begin
using DKMS by adding a module and module version to the
DKMS tree. For example:

dkms add -m megaraid2 -v 2.00.9

This sample add command would add megaraid2/2.00.9 to the
already existing /var/dkms tree, leaving the module in an Added state.

Build command compiles the module

Once in the Added state, the module is ready to be built using
the DKMS build command. The build command requires that
the proper kernel source code be located on the system in the
/lib/module/kernel-version/build directory. The make command
that is used to compile the module is specified in the dkms.conf
configuration file. The following sample build command con-
tinues the megaraid2/2.00.9 example:

dkms build -m megaraid2 -v 2.00.9 -k 2.4.21-4.ELsmp

The build command compiles the module but stops short of
installing it. As this example indicates, the bui1d command expects
a kernel-version parameter. If this kernel name is left out, it
assumes the currently running kernel. The build command also
can build modules for kernels that are not currently running; this
functionality is provided through use of a kernel preparation
subroutine that runs before any module build is performed. The
subroutine ensures that the module being built is linked against
the proper kernel symbols.

In this example, successful completion of a build creates
the /var/dkms/megaraid2/2.00.9/2.4.21-4.ELsmp directory as
well as the log and module subdirectories within this directory.
The log directory holds a log file of the module make and
the module directory holds copies of the resultant .o binary files
that were compiled.

uninstall
: add | pdded | _build | Byt |_mstall | nstalled
Not n tree > | state ”| state ”| Vstate

t | |

remove

Figure 1. The DKMS life cycle

1'For a detailed discussion about creating and developing DKMS-enabled module packages from the developer's perspective, see “Exploring Dynamic Kernel Module Support” in Linux Journal, September 2003,

http://www.linuxjournal.com/article.php?sid=6896.
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Install command copies the compiled module binary files to the kernel tree
Upon completion of a build, the module can be installed on the kernel
for which it was built. The install command copies the compiled
module binary files to the correct location in the /lib/modules tree
as specified in the dkms.conf file. If a module by that name already
resides in that location, DKMS saves the existing module in the
/var/dkms/module-name/original_module directory. This process
helps ensure that the older module can be put back into place if,
at a later date, the newer module is uninstalled. A sample install
command is as follows:

dkms install -m megaraid2 -v 2.00.9 -k 2.4.21-4.ELsmp

In this example, if an original megaraid2 module existed within
the 2.4.21-4. ELsmp kernel, it would be saved to /var/dkms/
megaraid2/original_module/2.4.21-4. ELsmp.

Uninstall and remove commands expunge modules to differing degrees
The DKMS life cycle also enables administrators to uninstall or
remove a module from the tree. The uninstall command removes
the installed module and, if applicable, replaces it with the original
module. When multiple versions of a module are located within the
DKMS tree, if one version is uninstalled, DKMS does not try to deter-
mine which of these other versions to put in its place. Instead, if a
true “original_module” was saved from the very first DKMS instal-
lation, it will be put back into the kernel and all other versions of
that module will be left in the Built state. A sample uninstall com-
mand is as follows:

dkms uninstall -m megaraid2 -v 2.00.9
-k 2.4.21-4.ELsmp

Again, if the kernel-version parameter is unset, the currently run-
ning kernel is assumed. However, this same behavior does not occur
with the remove command. Although the remove and uninstall
commands are similar, some important differences exist. The remove
command uninstalls, but also is used to clean the DKMS tree. If the
module version being removed is the last instance of that module ver-
sion for all kernels on a system, after the uninstall portion of the
remove command completes, the remove command will physically
delete all traces of that module from the DKMS tree. That is, when
the uninstall command completes, modules are left in the Built state;
when the remove command completes, an administrator would have
to start over from the add command before being able to again use the
module with DKMS. Two sample remove commands are shown here:

dkms remove -m megaraid2 -v 2.00.9

-k 2.4.21-4.ELsmp

dkms remove -m megaraid2 -v 2.00.9 --all
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DKMS serves as a The first sample command
would uninstall the module; if this
stopgap, providing d module and module version were not
installed on any other kernel, the
way 10 distribute the command would remove the module
from the DKMS tree altogether. If,
latest driver UpdE]IBS however, megaraid2/2.00.9 module
and module version also were
installed on the 2.4.21-4. ELhugemem

kernel, the first remove command

until the source code
can be merged back would leave the module alone, and
thus it would remain intact in the
into the kernel. DKMS tree. Because the second
sample command contains the --a11
parameter, not the -k kernel parameter, the second command
would uninstall all versions of the megaraid2/2.00.9 module from
all kernels and then completely expunge any references of

megaraid2/2.00.9 from the DKMS tree.

Extending DKMS functionality with auxiliary commands

and services

The add, build, install, uninstall, and remove commands—
which correlate to the DKMS life cycle—are the fundamental
DKMS commands. The auxiliary DKMS functionality discussed in
this section extends and improves upon the capabilities of these
basic commands.

Status command returns data about modules currently located in the tree
DKMS also includes a fully functional status command that returns
information about the modules and module versions currently
located in the tree. The specificity of the information returned
depends on which parameters are passed to the status command.
If no parameters are set, this command will return all information
found. Each status entry will return output—added, built, or
installed—to indicate the state; and if an original module has been
saved, this information also will be displayed. Several sample status
commands are shown here:

dkms status

dkms status -m megaraid?

dkms status -m megaraid2 -v 2.00.9

dkms status -k 2.4.21-4.ELsmp

dkms status -m megaraid2 -v 2.00.9
-k 2.4.21-4.ELsmp

Match command applies module configurations from one kernel to another

Another major feature of DKMS is the match command. The match
command takes the configuration of a DKMS-installed module for
one kernel and applies the same configuration to another kernel.
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When the match command completes, the same module and module
versions that were installed for one kernel are installed on the other
kernel. This is helpful to administrators who are upgrading from
an existing kernel to a newer kernel, but would like to keep the same
DKMS modules in place for the new kernel. A sample match com-

mand is as follows:

dkms match --templatekernel 2.4.21-4.ELsmp
-k 2.4.21-5.ELsmp

As shown in the preceding example, the --templatekernel
parameter is the kernel on which the configuration is based, while
-k is the kernel upon which the configuration is instated.

Dkms_autoinstaller service automatically installs a designated module

The dkms_autoinstaller service is similar in behavior to the match
command. This service is installed in the /etc/init.d directory as part
of the DKMS RPM. If an autoinstall parameter is set within the
dkms.conf configuration file in a module, that module is eligible for
the dkms_autoinstaller service to automatically, upon booting, build
it into a new kernel. When the administrator later boots a system into
a new kernel, the dkms_autoinstaller service will then automatically
build and install modules designated for use with this service.

Mkdriverdisk command creates a driver disk image

The final auxiliary DKMS command is mkdriverdisk. As its name
suggests, the mkdriverdisk command builds modules to create a
driver disk image for use in distributing updated drivers to Linux instal-
lations. A sample mkdriverdisk command might look like this:

dkms mkdriverdisk -d redhat -m megaraid?
-v 2.00.9 -k 2.4.21-4.ELBOOT

Currently, the only supported distribution driver disk format
is Red Hat. For more information on the extra necessary files
and their required formats for DKMS to create Red Hat driver
disks or for general information on Red Hat driver disks, see
http://people.redhat.com/dledford. When creating driver disks
with DKMS, administrators should place these files in a sub-
directory underneath the module source directory: for example,
/usr/src/module- module-version/redhat_driver_disk.

Managing multiple systems using mktarball

and Idtarball commands

As the preceding examples demonstrate, DKMS provides a simple
mechanism to build, install, and track driver updates. This func-
tionality not only is applicable to stand-alone machines, but also is
useful for IT departments that administer multiple similar servers. The
DKMS mktarball and 1dtarball commands enable organizations

www.dell.com/powersolutions
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DKMS helps simplify

having a compiler and kernel source
on only one system—a master build
Linux dEV8|Umem system—to deploy a new driver to
multiple additional systems.
by creating a single The mktarball command pack-
ages copies of each .o binary file from
executable that can be  the module directory that was com-
piled using the DKMS build com-
called to build, install, mand into a compressed tar file. This
compressed tar file may then be copied
or uninstall modules. to each target system. Administrators
can use the DKMS 1dtarball com-
mand to load the compressed tar files into a DKMS tree, leaving each
module in the Built state, ready to be installed. The mktarball and
Tdtarball commands keep administrators from having to install
both kernel source code and compilers on every target system.

The following example assumes that an administrator has
built the megaraid2 driver, version 2.00.9, for two different kernel

families—2.4.20-9 and 2.4.21-4.EL—on a master build system:

# dkms status

megaraid2, 2.00.9, 2.4.20-9: built
megaraid2, 2.00.9, 2.4.20-9bigmem: built
megaraid2, 2.00.9, 2.4.20-9B00T: built
megaraid2, 2.00.9, 2.4.20-9smp: built
megaraid2, 2.00.9, 2.4.21-4.EL: built
megaraid2, 2.00.9, 2.4.21-4.ELBOOT: built
megaraid2, 2.00.9, 2.4.21-4.ELhugemem: built
megaraid2, 2.00.9, 2.4.21-4.ELsmp: built

To deploy this version of the driver to several systems without
rebuilding from the source code each time, an administrator can use
the mktarball command to generate two compressed tar files—one
for each kernel family:

J# dkms mktarball -m megaraid2 -v 2.00.9
-k 2.4.21-4.EL,2.4.21-4.ELsmp,2.4.21-4.ELBOOT,
2.4.21-4.ELhugemem

Marking /usr/src/megaraid2-2.00.9 for archiving...
Marking kernel 2.4.21-4.EL for archiving...
Marking kernel 2.4.21-4.ELBOOT for archiving...
Marking kernel 2.4.21-4.ELhugemem for archiving...
Marking kernel 2.4.21-4.ELsmp for archiving...
Tarball Tlocation: /var/dkms/megaraid2/2.00.9/
tarball/megaraid2-2.00.9-kernel2.4.21-4.EL-
kernel2.4.21-4.ELBOOT-kernel2.4.21-4.ELhugemem-
kernel2.4.21-4.ELsmp.dkms.tar.gz

Done.
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When one large compressed tar file that contains modules for
both families is preferred, administrators can omit the -k param-
eter and kernel list; DKMS then will include a module for every kernel
version found.

After creating one or more compressed tar files, administrators
should run the status command to ensure that the target DKMS
tree does not already contain the modules to be loaded:

# dkms status

Nothing found within the DKMS tree for this
status command.

If your modules were not installed with DKMS,
they will not show up here.

Next, the compressed tar file can be renamed, if desired, and
copied to each of the target systems using any mechanism. The com-
pressed tar file is then loaded on the target system:

# dkms 1dtarball --archive=megaraid2-2.00.9-
kernel2.4.21-4.EL-kernel2.4.21-4 ELBOOT-
kernel2.4.21-4.ELhugemem-kernel2.4.21-4.ELsmp.dk
ms.tar.gz

Loading tarball for module: megaraid2 / version:
2.00.9

Loading /usr/src/megaraid2-2.00.9...

Loading /var/dkms/megaraid2/2.00.9/2.4.21-4. EL...

Loading /var/dkms/megaraid2/2.00.9/2.4.21-

4 . ELBOOT...

Loading /var/dkms/megaraid2/2.00.9/2.4.21
-4 . ELhugemem. ..

Loading /var/dkms/megaraid2/2.00.9/2.4.21-4 . ELsmp...

Creating /var/dkms/megaraid2/2.00.9/source symlink...

The DKMS 1dtarball command leaves modules in the Built
state, not the Installed state. Administrators should verify both that
the modules are present and that they are in the Built state:

# dkms status

2.00.9,
2.00.9,
2.00.9,
2.00.9,

2.4.21-4.EL: built
2.4.21-4.ELBOOT: built
2.4.21-4.ELhugemem: built
2.4.21-4 ELsmp: built

megaraid2,
megaraidz2,
megaraid2,
megaraid2,

The preceding steps must be repeated for each kernel version
into which modules are to be installed.

Simplifying administration and increasing system stability
with DKMS

DKMS can simplify Linux system administration by providing a
versioning framework for installing driver modules on kernels.
DKMS integrates with RPM for package distribution and instal-
lation, facilitates OS installation on new hardware, and helps
maintain driver consistency across multiple servers. By enabling
deployment of driver updates independent of kernel updates,
DKMS reduces the scope of change for configuration manage-
ment, and thus can help increase system stability.

DKMS is licensed under the GNU General Public License
(GPL). Interested parties may contribute to its development by
signing up for the dkms-devel@lists.us.dell.com mailing list
located at http://lists.us.dell.com. DKMS can be downloaded
from http://linux.dell.com/dkms. &
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Configuring and Managing Software RAID with

Red Hat Enterprise Linux 3

Thanks to dramatic advances in processing power, software RAID implementations

are now a viable alternative to hardware-based RAID. By providing a mature software
RAID layer and several management tools, the Red Hat” Enterprise Linux” 3 operating
system can help system administrators build effective, cost-efficient software RAID

implementations.

BY JOHN HULL AND STEVE BOLEY

ardware-based RAID controllers have long been the
Hpreferred method for implementing RAID storage
because they offload the management of RAID arrays
onto a separate processor, freeing precious system CPU
cycles for other tasks. However, the price/performance
ratio of CPUs has decreased, making software-based RAID
a viable alternative for system administrators in Linux®-
based environments. The 2.4 kernel of the Linux operat-
ing system (OS) and its mature software RAID layer and
management tools, particularly in Red Hat® Enterprise
Linux 3, enable administrators to build an inexpensive
RAID implementation.

Understanding software RAID in Linux environments
The Linux 2.4 kernel provides software-based RAID
through the md device-driver layer, which sits on top of
the storage controller device drivers. Because it is device-
independent, the md device-driver layer, or Linux RAID
layer, can work with all types of storage devices including
SCSI and IDE. RAID-0 (striping), RAID-1 (mirroring), and
RAID-5 (striping with parity) are supported in this kernel-
level RAID implementation. Device nodes for md are
denoted as /dev/mdx, where x is a number from 0 to 15.

www.dell.com/powersolutions

For software RAID, the Linux raid autodetect
partition type is fd, which is an ID in the same manner
that 83 is the type for ext3 partitions, 8e is the type for
Logical Volume Manager (LVM) partitions, and 82 is the
type for Linux swap partitions. When the Linux kernel
boots, it automatically detects fd partitions as RAID
partitions and starts the RAID devices. All kinds of
partition types can be used with the Linux OS, includ-
ing FAT16, FAT32, and even IBM® AIX® partitions, but
fd is preferred because it does not require system admin-
istrators to start the RAID devices manually during
boot as other partition types do.

The most useful RAID levels for enterprise storage
usually are RAID-1 and RAID-5. Although this article
focuses on creating and managing RAID-1 arrays in a
Linux environment, much of the information also is appli-
cable to RAID-5.

Creating RAID arrays during Linux 0S installation

The easiest and most reliable method for configuring soft-
ware RAID occurs during a new OS installation. For Red
Hat Enterprise Linux 3, the Disk Druid tool provides a
simple interface to define and create software RAID
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configurations. When creating software RAID partitions and RAID-1
md devices, administrators must ensure that the system is config-
ured correctly. Common best practices include:

» Create partitions that will correspond to the same sdxy
device in the same order on each hard drive, where x
changes with each drive but y remains the same for ease of
administration in case of a drive failure. For example, sdal
and sdb1 (the first partitions on hard drives sda and sdb)
both have a size of 100 MB. When administrators tag them
with the fd partition type during installation, after creating a
RAID device, these partitions become parts of device mdo0.

» Define precisely where each partition will reside, instead of
letting Disk Druid determine the disk location. Disk Druid
sometimes scatters partitions across disks, which can create
problems for administrators if a disk must be replaced and
the partitions rebuilt. To help determine where partitions
reside, administrators can designate certain partitions as
primary, which can help keep sdal through sda3 and sdbl
through sdb3 aligned as md0, md1, and md2. This practice
can help ease administration and recoverability.

« After creating matching partitions, create the md device for
those partitions before defining the next set of partitions and
md devices. This practice enables administrators to keep
track more easily of which partitions match each other.

+ Mirror all the partitions on the hard drives—including /boot,
/swap, and so forth—to perform true RAID-1 mirroring. This
practice helps ensure that all data on the system is backed up
and can be restored if one drive fails.

Administrators then should complete the following steps in
Disk Druid to create each software RAID device:

1. To create a software RAID partition, click the RAID button
and then select “Create a software RAID partition.” For the
file system type, select “software RAID.”

2. Ensure that only one drive is selected for the partition (for
example, “sda” or “hda”), and make the desired configura-
tion selections.

3. Repeat steps 1 and 2 but select the second hard drive (for
example, “sdb” or “hdb”) on which to create a RAID partition.

4. Click the RAID button again and select “Create a RAID device”
when prompted. Choose the mount point, file system type,
RAID device, and RAID level for this set of RAID partitions.

Prepping the system for drive failure

After configuring the RAID devices and installing the OS, adminis-
trators should prepare the system so that the RAID configuration can
easily be restored to a failed drive. This process involves making a
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The price/performance backup copy of the partitioning
scheme on each drive and installing
GRUB (GRand Unified Bootloader)
on the Master Boot Record (MBR)

of each drive.

ratio of CPUs has

decreased, making

By keeping backup copies of
software-based RAID a drive partition tables, administra-
tors can quickly restore an original
viable alternative for partition table on a replacement
drive and avoid having to edit con-
system administrators In- figuration files or re-create parti-
tions manually with the fdisk
Linux-based environments. utility. To copy a partition table,
administrators should create a
directory in which to store the partition information, and then use
the sfdisk command to write partition information files for each

disk into that directory:

mkdir /raidinfo

sfdisk -d /dev/sda > /raidinfo/partitions.sda
(or hda for IDE drives)

sfdisk -d /dev/sdb > /raidinfo/partitions.sdb
(or hdb for IDE drives)

During the RAID configuration and OS installation process, the
installer mechanism places GRUB on the MBR of the primary hard
drive only (“sda” or “hda”). However, if the primary disk drive fails,
the system can be booted only by using a boot disk. To avoid this
problem, administrators should install GRUB on the MBR of each drive.

To enter the GRUB shell, type grub at the command prompt.
Next, at the grub> prompt, type find /grub/stagel. The subse-
quent output will specify where the GRUB setup files are located.
For example:

(hd0,0)
(hd1,0)

The output lists the locations of root for GRUB, which is GRUB
syntax for where the /boot partition is located. The Red Hat Linux
OS specifically mounts the /boot partition as the root partition for
GRUB. In the example output, sda is hd0 and sdb is hd1 (these refer
to SCSI drives; for IDE drives, hda is hd0 and hdb is hd1). The second
number specifies the partition number, where 0 is the first parti-
tion, 1 is the second partition, and so on. Thus, assuming SCSI disk
drives, (hd0,0) signifies that the /boot partition resides on the first
partition of sda (sdal); (hd1,0) refers to /boot residing on the first
partition of sdb (sdb1).

Next, administrators should install GRUB on the MBR of the sec-
ondary RAID drive, so that if the primary drive fails, the next drive
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has an MBR with GRUB ready to The 2.4 kernel of the
boot. When booting, the BIOS
will scan the primary drive for an Linux OS and its mature
MBR and active partitions. If the
BIOS finds them, it will boot to

that drive; if not, it will go on to

software RAID layer
the secondary drive. Therefore, and management tools
multiple drives in a system can
have MBRs and active partitions, enable administrators
and the system will not have
problems booting. to build an inexpensive
To install GRUB on the MBR
of the secondary drive, adminis- RAID implementation.
trators must temporarily define the
secondary drive as the primary disk. To do so, administrators iden-
tify sdb (or hdb) as hd0, and instruct GRUB to write the MBR to it

by typing the following at the prompt grub>:

device (hd0) /dev/sdb (or /dev/hdb for IDE drives)
root (hd0,0)
setup (hd0)

GRUB will echo all the commands it runs in the background of
the setup command to the screen, and then will return a message
that the setup command succeeded. Both drives now have an
MBR, and the system can boot off either drive.

Identifying important Linux software RAID administration tools
After the system with software RAID is ready for production, sev-
eral useful software RAID files and management utilities can help
administrators manage the RAID devices:

» /etc/raidtab: This file contains information about the
system’s software RAID configuration, including which block
devices belong to which md device. It can help administra-
tors determine which RAID configuration the kernel expects
to find on the system.

+ /proc/mdstat: This file shows the real-time status of the md
devices on the system, including online and offline partitions
for each device. When rebuilding RAID partitions, this file
also shows the status of that process.

In addition, the Red Hat Enterprise Linux raidtools package
provides several useful tools:

* Tsraid: This command-line tool allows administrators to list
and query md devices in multiple ways. It presents much of the
same information as /etc/raidtab and /proc/mdstat. Adminis-
trators can view this tool’s man page for more information.
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* raidhotadd: This command-line utility allows administrators
to add disk partitions to an md device and to rebuild the data
on that partition.

* raidhotremove: This command-line utility allows adminis-

trators to remove disk partitions from an md device.

The next section demonstrates some key uses for these files
and tools.

Restoring the RAID configuration after drive failure

When a drive in a RAID-1 array fails, administrators can restore the
RAID array onto a new drive by following a three-step process:
replace the failed drive, partition the replacement drive, and add the
RAID partitions back into the md devices.

Replacing a disk drive

Once a hard disk drive fails, it must be replaced immediately to pre-
serve the data redundancy that RAID-1 provides. The method by
which the drive is replaced depends on the type of disk drives in
the system. Because hot plugging of IDE drives is not supported in
the Linux 2.4 kernel, administrators must replace an IDE drive by
shutting down the system, swapping the drive, and then rebooting.
However, the Linux device drivers for the Adaptec® and LSI Logic®
SCSI controllers that ship on Dell™ PowerEdge™ servers do support
hot plugging of drives, so administrators can replace SCSI drives while
the system is still running.

To hot plug a SCSI disk drive, administrators first must disable
the drive in the kernel, then physically replace the drive, and finally
enable the new drive in the kernel. To disable a SCSI drive, admin-
istrators echo the device out of the real-time /proc file system within
Linux, and the system instructs the corresponding drive to “spin
down” and stop operating (for example, a 10,000 rpm drive would
go from a speed of 10,000 rpm to 0 rpm). Conversely, to enable a
SCSI drive, administrators echo the device into the real-time /proc
file system, and the system instructs the drive to “spin up” to oper-
ating speed (using the previous example, the drive would go from
0 rpm to 10,000 rpm).

To obtain the syntax to pass to the /proc file system, adminis-
trators can type cat /proc/scsi/scsi at the command prompt. This
command will provide a list of all SCSI devices detected by the kernel
at the moment the command was received. For example, suppose
a system has two SCSI disk drives, and the drive with SCSI ID 1
fails and must be replaced. The output of the /proc/scsi/scsi
command would be:

scsi0 Channel: 00 Id: 00 Lun: 00
Vendor: Seagate Model:

Host: scsiO Channel: 00 Id: 01 Lun: 00
Vendor: Seagate Model:

Host:
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To disable the drive in the kernel, the administrator would type
the following command:

echo "scsi remove-single-device" 0 0 1 0 >

/proc/scsi/scsi

The administrator then would receive a message stating
that the system is spinning down the drive. Another message is
sent when this process is complete, after which the administra-
tor can remove the failed drive and replace it with a new one.
To enable the new drive in the kernel, the administrator must
spin it back up:

echo "scsi add-single-device" 0 0 1 0 >

/proc/scsi/scsi
After this process completes, the kernel is ready to use the drive.

Partitioning the replacement drive

Once the failed disk drive has been replaced, administrators must
restore the partitions that were saved earlier in the /raidinfo direc-
tory. For example, if replacing drive sdb, the administrator would
issue the following command to restore the original partition scheme
for sdb to the new drive:

sfdisk /dev/sdb < /raidinfo/partitions.sdb

Adding the RAID partitions back into the md device

Next, the administrator adds the partitions back into each RAID
device. The /proc/mdstat file displays the status of each RAID device.
For example, a system that is missing a partition from the md0
device would show the following:

md0 : active raidl sdal[0]
40064 blocks [2/1] [U_]

This output indicates that md0 is active as a RAID-1 device and
that partition sdal is currently active in that RAID device. However,
it also shows that the second partition is not available to the device,
as denoted by the following information: the first line does not list
a second partition; the output [2/1] denotes that two partitions
should be available to the device (the first value), but only one is
currently available (the second value); and the output [U_] shows
that the second partition is offline.

To add partition sdb1 back into the md0 device and to rebuild
the data on that partition, administrators use the following

command:

raidhotadd /dev/md0 /dev/sdbl
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While the partition is rebuilding, administrators can track the
status by periodically viewing /proc/mdstat, which displays the
percentage of rebuilding that is complete. Once the rebuilding is
finished, /proc/mdstat would show the following output for the

example device:

md0 : active raidl] sdal[0] sdbl[1]
40064 blocks [2/2] [UU]

Administrators must complete the raidhotadd command to
add each partition back into its respective RAID device. Once
the failed drive has been replaced, administrators simply run
the GRUB commands discussed in “Prepping the system for drive
failure” to install GRUB on the MBR of the new disk. After this
step, the RAID configuration will be fully restored. These func-
tions can easily be placed into a script. Then, from a single
executable point, administrators can complete all rebuild
functions—making software RAID more palatable by easing drive
administration.

Building cost-efficient RAID in Linux

The increasing cost-effectiveness of software RAID offers Linux
system administrators an alternative to more expensive hardware-
based RAID implementations, thanks to the performance and cost
advantages of the Linux OS and rapid advancements in processor
power. Using the management tools available in Red Hat Enterprise
Linux 3, administrators can create RAID implementations that best
suit their data center requirements. &
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Introduction to

Ottload Engines

By implementing a TCP Offload Engine (TOE) in high-speed computing environments, admin-

istrators can help relieve network bottlenecks and improve application performance. This

article introduces the concept of TOEs, explains how TOEs interact with the TCP/IP stack,

and discusses potential performance advantages of implementing TOEs on specialized

network adapters versus processing the standard TCP/IP protocol suite on the host CPU.

BY SANDHYA SENAPATHI AND RICH HERNANDEZ

s network interconnect speeds advance to Gigabit
AEthernet1 and 10 Gigabit Ethernet2 host processors can
become a bottleneck in high-speed computing—often
requiring more CPU cycles to process the TCP/IP protocol
stack than the business-critical applications they are run-
ning. As network speed increases, so does the performance
degradation incurred by the corresponding increase in
TCP/IP overhead. The performance degradation problem
can be particularly severe in Internet SCSI (iSCSI)-based
applications, which use IP to transfer storage block I/0 data
over the network.

By carrying SCSI commands over IP networks, iSCSI
facilitates both intranet data transfers and long-distance
storage management. To improve data-transfer performance
over IP networks, the TCP Offload Engine (TOE) model can
relieve the host CPU from the overhead of processing
TCP/IP. TOEs allow the operating system (OS) to move
all TCP/IP traffic to specialized hardware on the network
adapter while leaving TCP/IP control decisions to the host
server. By relieving the host processor bottleneck, TOEs

can help deliver the performance benefits administrators
expect from iSCSI-based applications running across high-
speed network links. By facilitating file I/O traffic, TOEs also
can improve the performance of network attached storage
(NAS). Moreover, TOEs are cost-effective because they can
process the TCP/IP protocol stack on a high-speed net-
work device that requires less processing power than a
high-performance host CPU.

This article provides a high-level overview of the
advantages and inherent drawbacks to TCP/IP, explain-
ing existing mechanisms to overcome the limitations of
this protocol suite. In addition, TOE-based implementa-
tions and potential performance benefits of using TOEs
instead of standard TCP/IP are described.

TCP/IP helps ensure reliable, in-order data delivery

Currently the de facto standard for internetwork data
transmission, the TCP/IP protocol suite is used to
transmit information over local area networks (LANs),
wide area networks (WANSs), and the Internet. TCP/IP

1 This term does not connote an actual operating speed of 1 Gbps. For high-speed transmission, connection 1o a Gigabit Ethemet server and network infrastructure is required.
2This term does not connote an actual operating speed of 10 Gbps. For high-speed transmission, connection to a 10 Gigabit Ethernet (10GbE) server and network infrastructure is required.
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processes can be conceptualized As network speed
as layers in a hierarchical stack;
each layer builds upon the layer increases, so does the
below it, providing additional
functionality. The layers most rel-  performance degradation
evant to TOEs are the IP layer and
the TCP layer (see Figure 1).

The IP layer serves two pur-

incurred by the
poses: the first is to transmit pack- Corresponding Increase
ets between LANs and WANs
through the routing process; the in TCP/|P overhead.
second is to maintain a homoge-

neous interface to different physical networks. IP is a connec-
tionless protocol, meaning that each transmitted packet is
treated as a separate entity. In reality, each network packet
belongs to a certain data stream, and each data stream belongs
to a particular host application. The TCP layer associates each
network packet with the appropriate data stream and, in turn,
the upper layers associate each data stream with its designated
host application.

Most Internet protocols, including FTP and HTTP, use TCP to
transfer data. TCP is a connection-oriented protocol, meaning that
two host systems must establish a session with each other before
any data can be transferred between them. Whereas IP does not
provide for error recovery—that is, IP has the potential to lose pack-
ets, duplicate packets, delay packets, or deliver packets out of
sequence—TCP ensures that the host system receives all packets in
order, without duplication. Because most Internet applications
require reliable data that is delivered in order and in manageable
quantities, TCP is a crucial element of the network protocol stack
for WANs and LANs.

Reliability. TCP uses the checksum error-detection scheme,
which computes the number of set bits on packet headers as well
as packet data to ensure that packets have not been corrupted
during transmission. A TCP pseudoheader is included in the
checksum computation to verify the IP source and destination
addresses.

In-order data delivery. Because packets that belong to a single
TCP connection can arrive at the destination system via different
routes, TCP incorporates a per-byte numbering mechanism. This
scheme enables the TCP protocol to put packets that arrive at their
destination out of sequence back into the order in which they were
sent, before it delivers the packets to the host application.

Flow control. TCP monitors the number of bytes that the source
system can transmit without overwhelming the destination system
with data. As the source system sends packets, the receiving system
returns acknowledgments. TCP incorporates a sliding window mech-
anism to control congestion on the receiving end. That is, as the
sender transmits packets to the receiver, the size of the window
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reduces; as the sender receives acknowledgments from the receiver,
the size of the window increases.

Multiplexing. TCP accommodates the flow from multiple
senders by allowing different data streams to intermingle during
transmission and receiving. It identifies individual data streams
with a number called the TCP port, which associates each stream
with its designated host application on the receiving end.

Traditional methods to reduce TCP/IP overhead

offer limited gains

After an application sends data across a network, several data-
movement and protocol-processing steps occur. These and other
TCP activities consume critical host resources:

+ The application writes the transmit data to the TCP/IP sockets
interface for transmission in payload sizes ranging from 4 KB
to 64 KB.

» The OS segments the data into maximum transmission unit
(MTU)-size packets, and then adds TCP/IP header informa-
tion to each packet.

* The OS copies the data onto the network interface card (NIC)
send queue.

» The NIC performs the direct memory access (DMA) transfer of
each data packet from the TCP buffer space to the NIC, and
interrupts CPU activities to indicate completion of the transfer.

The two most popular methods to reduce the substantial CPU

overhead that TCP/IP processing incurs are TCP/IP checksum offload
and large send offload.

| Upper-level protocols |

| Upper-level protocols |

| TCP |
| P |
Hardware TOE adapter
| TCP |
Traditional NIC | 1P |
| MAC | | MAC |
| PHY | | PHY |
Standard TCP/IP stack TOE TCP/IP stack

Figure 1. Comparing standard TCP/IP and TOE-enabled TCP/IP stacks
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TCP/IP checksum offload

The TCP/IP checksum offload technique moves the calculation of
the TCP and IP checksum packets from the host CPU to the network
adapter. For the TCP checksum, the transport layer on the host cal-
culates the TCP pseudoheader checksum and places this value in
the checksum field, thus enabling the network adapter to calculate
the correct TCP checksum without touching the IP header. However,
this approach yields only a modest reduction in CPU utilization.

Large send offload
Large send offload (LSO), also known as TCP segmentation offload
(TSO), frees the OS from the task of segmenting the application’s
transmit data into MTU-size chunks. Using LSO, TCP can transmit
a chunk of data larger than the MTU size to the network adapter.
The adapter driver then divides the data into MTU-size chunks and
uses the prototype TCP and IP headers of the send buffer to create
TCP/IP headers for each packet in preparation for transmission.
LSO is an extremely useful technology to scale performance
across multiple Gigabit Ethernet links, although it does so under cer-
tain conditions. The LSO technique is most efficient when transfer-
ring large messages. Also, because LSO is a stateless offload, it yields
performance benefits only for traffic being sent; it offers no improve-
ments for traffic being received. Although LSO can reduce CPU uti-
lization by approximately half, this benefit can be realized only if
the receiver’s TCP window size is set to 64 KB. LSO has little effect
on interrupt processing because it is a transmit-only offload.
Methods such as TCP/IP checksum offload and LSO provide
limited performance gains or are advantageous only under certain
conditions. For example, LSO is less effective when transmitting
several smaller-sized packages. Also, in environments where pack-
ets are frequently dropped and connections lost, connection setup
and maintenance consume a significant proportion of the host’s
processing power. Methods like LSO would produce minimal
performance improvements in such environments.

TOEs reduce TCP overhead on the host processor
In traditional TCP/IP implementations, every network transaction
results in a series of host interrupts for various processes related to
transmitting and receiving, such as send-packet segmentation and
receive-packet processing. Alternatively, TOEs can delegate all pro-
cessing related to sending and receiving packets to the network
adapter—leaving the host server’s CPU more available for business
applications. Because TOEs involve the host processor only once for
every application network I/0O, they significantly reduce the number
of requests and acknowledgments that the host stack must process.
Using traditional TCP/IP, the host server must process
received packets and associate received packets with TCP con-
nections, which means every received packet goes through mul-
tiple data copies from system buffers to user memory locations.

www.dell.com/powersolutions
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Because a TOE-enabled network adapter can perform all protocol
processing, the adapter can use zero-copy algorithms to copy data
directly from the NIC buffers into application memory locations, with-
out intermediate copies to system buffers. In this way, TOEs greatly
reduce the three main causes of TCP/IP overhead—CPU interrupt
processing, memory copies, and protocol processing.

CPU interrupt processing

An application that generates a write to a remote host over a net-
work produces a series of interrupts to segment the data into pack-
ets and process the incoming acknowledgments. Handling each
interrupt creates a significant amount of context switching—a type
of multitasking that directs the focus of the host CPU from one
process to another—in this case, from the current application process
to the OS kernel and back again. Although interrupt-processing
aggregation techniques can help reduce the overhead, they do not
reduce the event processing required to send packets. Additionally,
every data transfer generates a series of data copies from the appli-
cation data buffers to the system buffers, and from the system buffers
to the network adapters.

High-speed networks such as Gigabit Ethernet compel host
CPUs to keep up with a larger number of packets. For 1500-byte
packets, the host OS stack would need to process more than 83,000
packets per second, or a packet every 12 microseconds. Smaller
packets put an even greater burden on the host CPU. TOE pro-
cessing can enable a dramatic reduction in network transaction
load. Using TOEs, the host CPU can process an entire application
I/0 transaction with one interrupt. Therefore, applications work-
ing with data sizes that are multiples of network packet sizes will
benefit the most from TOEs. CPU interrupt processing can be reduced
from thousands of interrupts to one or two per I/0O transaction.

Memory copies
Standard NICs require that data be copied from the application
user space to the OS kernel. The NIC driver then can copy the data
from the kernel to the on-board
To improve data-transfer packet buffer. This requires mul-
tiple trips across the memory bus
performance over IP (see Figure 2): When packets are
received from the network, the
NIC copies the packets to the NIC

buffers, which reside in host

networks, the TCP

memory. Packets then are copied
to the TCP buffer and, finally, to
the application itself—a total of

Offload Engine model

can relieve the host CPU
three memory copies.

A TOE-enabled NIC can
reduce the number of buffer

from the overhead
of processing TCP/IP.

copies to two: The NIC copies
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Legend
I System memory
Packet buffer [ ] Application
— Application I TCP buffer
— TCP buffer I NIC buffer
NIC NIC
Send path Receive path

Figure 2. Transmitting data across the memory bus using a standard NIC

the packets to the TCP buffer and then to the application buffers.
A TOE-enabled NIC using Remote Direct Memory Access (RDMA)
can use zero-copy algorithms to place data directly into appli-
cation buffers.

The capability of RDMA to place data directly eliminates inter-
mediate memory buffering and copying, as well as the associated
demands on the memory and processor resources of the host
server—without requiring the addition of expensive buffer memory
on the Ethernet adapter. RDMA also preserves memory-protection
semantics. The RDMA over TCP/IP specification defines the inter-
operable protocols to support RDMA operations over standard
TCP/IP networks.

Protocol processing

The traditional host OS-resident stack must handle a large number
of requests to process an application’s 64 KB data block send request.
Acknowledgments for the transmitted data also must be received and
processed by the host stack. In addition, TCP is required to main-
tain state information for every data connection created. This state
information includes data such as the current size and position of
the windows for both sender and receiver. Every time a packet is
received or sent, the position and size of the window change and
TCP must record these changes.

Protocol processing consumes more CPU power to receive
packets than to send packets. A standard NIC must buffer received
packets, and then notify the host system using interrupts. After a
context switch to handle the interrupt, the host system processes
the packet information so that the packets can be associated with
an open TCP connection. Next, the TCP data must be correlated
with the associated application and then the TCP data must be
copied from system buffers into the application memory locations.

TCP uses the checksum information in every packet that the IP
layer sends to determine whether the packet is error-free. TCP also
records an acknowledgment for every received packet. Each of these
operations results in an interrupt call to the underlying OS. As a
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result, the host CPU can be saturated by frequent interrupts and
protocol processing overhead. The faster the network, the more
protocol processing the CPU has to perform.

In general, 1 MHz of CPU power is required to transmit 1 Mbps
of data. To process 100 Mbps of data—the speed at which Fast
Ethernet operates—100 MHz of CPU computing power is required,
which today’s CPUs can handle without difficulty. However,
bottlenecks can begin to occur when administrators introduce
Gigabit Ethernet and 10 Gigabit Ethernet. At these network speeds,
with so much CPU power devoted to TCP processing, relatively few
cycles are available for application processing. Multi-homed hosts
with multiple Gigabit Ethernet NICs compound the problem.
Throughput does not scale linearly when utilizing multiple NICs in
the same server because only one host TCP/IP stack processes all
the traffic. In comparison, TOEs distribute network transaction pro-
cessing across multiple TOE-enabled network adapters.

TOEs provide options for optimal performance or flexibility
Administrators can implement TOEs in several ways, as best suits
performance and flexibility requirements. Both processor-based and
chip-based methods exist. The processor-based approach provides
the flexibility to add new features and use widely available com-
ponents, while chip-based techniques offer excellent performance
at a low cost. In addition, some TOE implementations offload pro-
cessing completely while others do so partially.

Processor-based versus chip-based implementations

The implementation of TOEs in a standardized manner requires two
components: network adapters that can handle TCP/IP processing
operations, and extensions to the TCP/IP software stack that offload
specified operations to the network adapter. Together, these com-
ponents let the OS move all TCP/IP traffic to specialized, TOE-
enabled firmware—designed into a TCP/IP-capable NIC—while
leaving TCP/IP control decisions with the host system. Processor-
based methods also can use off-the-shelf network adapters that
have a built-in processor and memory. However, processor-based
methods are more expensive and still can create bottlenecks at
10 Gbps and beyond.

The second component of a standardized TOE implementation
comprises TOE extensions to the TCP/IP stack, which are completely
transparent to the higher-layer protocols and applications that run on
top of them. Applications interact the same way with a TOE-enabled
stack as they would with a standard TCP/IP stack. This transparency
makes the TOE approach attractive because it requires no changes
to the numerous applications and higher-level protocols that already
use TCP/IP as a base for network transmission.

The chip-based implementation uses an application-specific
integrated circuit (ASIC) that is designed into the network adapter.
ASIC-based implementations can offer better performance than
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off-the-shelf processor-based imple- By relieving the host
mentations because they are cus-
tomized to perform the TCP processor bottleneck,
offload. However, because ASICs
are manufactured for a certain set TOEs can help deliver
of operations, adding new features
may not always be possible. To  the performance benefits
offload specified operations to the
network adapter, ASIC-based administrators expect
implementations require the same
extensions to the TCP/IP software from 1SCSkhased
stack as processor-based imple-
mentations. applications running
Partial versus full offloading across high—speed
TOE implementations also can be
differentiated by the amount of network links.
processing that is offloaded to the
network adapter. In situations where TCP connections are stable
and packet drops infrequent, the highest amount of TCP processing
is spent in data transmission and reception. Offloading just the pro-
cessing related to transmission and reception is referred to as par-
tial offloading. A partial, or data path, TOE implementation eliminates
the host CPU overhead created by transmission and reception.
However, the partial offloading method improves performance
only in situations where TCP connections are created and held for
a long time and errors and lost packets are infrequent. Partial offload-
ing relies on the host stack to handle control—that is, connection
setup—as well as exceptions. A partial TOE implementation does

not handle the following:

* TCP connection setup

+ Fragmented TCP segments
* Retransmission time-out

+ Out-of-order segments

The host software uses dynamic and flexible algorithms to
determine which connections to offload. This functionality requires
an OS extension to enable hooks that bypass the normal stack and
implement the offload heuristics. The system software has better
information than the TOE-enabled NIC regarding the type of traffic
it is handling, and thus makes offload decisions based on priority,
protocol type, and level of activity. In addition, the host software
is responsible for preventing denial of service (DoS) attacks. When
administrators discover new attacks, they should upgrade the host
software as required to handle the attack for both offloaded and
non-offloaded connections.

TCP/IP fragmentation is a rare event on today’s networks and
should not occur if applications and network components are

www.dell.com/powersolutions
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working properly. A store-and-forward NIC saves all out-of-order
packets in on-chip or external RAM so that it can reorder the
packets before sending the data to the application. Therefore, a
partial TOE implementation should not cause performance degra-
dation because, given that current networks are reliable, TCP
operates most of the time without experiencing exceptions.

The process of offloading all the components of the TCP stack
is called full offloading. With a full offload, the system is relieved
not only of TCP data processing, but also of connection-management
tasks. Full offloading may prove more advantageous than partial
offloading in TCP connections characterized by frequent errors and

lost connections.

TOEs reduce end-to-end latency

A TOE-enabled TCP/IP stack and NIC can help relieve network
bottlenecks and improve data-transfer performance by eliminating
much of the host processing overhead that the standard TCP/IP
stack incurs. By reducing the amount of time the host system
spends processing network transactions, administrators can increase
available bandwidth for business applications. For instance, in a
scenario in which an application server is connected to a backup
server, and TOE-enabled NICs are installed on both systems, the
TOE approach can significantly reduce backup times.

Reduction in the time spent processing packet transmissions also
reduces latency—the time taken by a TCP/IP packet to travel from
the source system to the destination system. By improving end-to-
end latency, TOEs can help speed response times for applications
including digital media serving, NAS file serving, iSCSI, Web and
e-mail serving, video streaming, medical imaging, LAN-based backup
and restore processes, and high-performance computing clusters.

Part two of this article, which will appear in an upcoming issue,
will include benchmark testing and analysis to measure the bene-
fits of TOEs. @
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Improving Quality of Service

Using Dell PowerConnect 6024/6024F Switches

Quality of service (QoS) mechanisms classify and prioritize network traffic to

improve throughput. This article explains the basic elements of (oS, focusing on how
administrators can facilitate QoS with Dell™ PowerConnect™ 6024/6024F switches.

BY MARVELL SEMICONDUCTOR

B ecause network traffic can be so unpredictable, admin-
istrators often can provide only best-effort traffic
delivery. Similar to the legal concept of a best-effort con-
tract, best-effort delivery is considered to meet network
service requirements—regardless of outcome—as long as
the responsible party makes a genuine effort. However,
network problems may cause loss, delay, or misdirection
of traffic. Quality of service (QoS) mechanisms in net-
work software help address this challenge by prioritiz-
ing packets to better meet required throughput levels.

Dell is helping to improve QoS on its computing
platforms by adding flexibility and differentiation levels
to its network switches. Dell™ OptiPlex™ and Dell
Latitude™ PCs include integrated Gigabit Ethernet! con-
nections that increase traffic flowing through the core
switches. The Dell PowerConnect™ 6024 and 6024F
switches can help provide advanced QoS and traffic
engineering capabilities—including eight output
queues, advanced queue mapping, and easy traffic
metering—to meet the growing need for more advanced
QoS services. This article explores hardware and soft-
ware components of QoS and their implementation in
PowerConnect 6024/6024F switches.

Given today’s fast Ethernet switches operating with
nonblocking multilayer switches, all at wire speed,

prioritizing traffic may no longer seem necessary. How-
ever, many IT organizations are reluctant to invest in
expensive new Ethernet equipment. Converged voice and
data service—which requires guaranteed minimum delays
and assured bandwidth—increases network congestion
even further. By implementing QoS, administrators can
manage network congestion more effectively.

A QoS mechanism comprises three main elements

that work together:

» Access Control Lists (ACLs): Both network
security and QoS mechanisms apply ACL rules to
determine what traffic can enter a switch, under
what circumstances traffic can enter a switch, and
what traffic is dropped. Only traffic that meets ACL
criteria is subject to QoS settings.

* Hardware queues: The QoS mechanism
assigns each packet to a hardware queue
based on the traffic class to which the packet
belongs.

+ Traffic-class handling attributes: The QoS
mechanism manages different traffic classes,
such as bandwidth management, shaping,
and policing, based on QoS attributes for each
traffic class.

1This term does not connote an actual operating speed of 1 Gbps. For high-speed transmission, connection to a Gigabit Ethernet server and network infrastructure is required.
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Figure 1. The QoS path for packets traversing the network switch

Ingress actions: Controlling packets

PowerConnect 6024/6024F switches provide three QoS modes,
which govern the steps by which a packet traverses the switch (see
Figure 1). Best-effort mode is equivalent to no QoS. Basic mode
supports traffic classification on the ingress side and traffic shap-
ing on the egress side. Advanced mode enables administrators to
apply QoS actions such as policing, trusting, marking, and queue
scheduling as well (see “Using advanced QoS mode to improve
network traffic flow”).

Classifying packets determines service levels

Packets are first classified according to ACL rules specified by the
network administrator. The classification process inspects packet
fields, including IP address source and destination; IP subnet
source and destination; TCP/UDP (Transmission Control Protocol/
User Datagram Protocol) port information; virtual LAN (VLAN)
ID; and Media Access Control (MAC) address source and desti-
nation. Packet classification helps determine what service level
will be applied to a frame as it traverses the switch, and is iden-
tical to the classification performed for network security. Thus,
the packet classification process results in either dropping the
packets from the switch or forwarding them according to the
specified ACL rules.

Policing packets controls bandwidth

Often, network traffic is asymmetrical. For example, Web users
typically require ten times as much download bandwidth as
upload bandwidth. Traffic policing (which is available only in
advanced QoS mode) gives administrators the tools to control
bandwidth precisely and deliver tiered services. Policing can be
applied either to a specific traffic flow or to a group of traffic
flows. In group assignation, or aggregate policing, administra-
tors assign a traffic rate that governs all packets flowing in the
designated group.

If a packet matches the predetermined profile, the policing func-
tion admits the packet to the network. If a packet does not fit the
ACL profile, the policing function will either drop the packet imme-
diately or admit the packet to the network according to the speci-
fied rules. If admitted, the packet is marked so that it will be handled
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differently at downstream switches; its differentiated services code
point (DSCP) is modified to lower the preferred status. The only
limitations on policing are those imposed by the ACLs.

Alternatively, in basic mode, the DSCP of a packet can be
rewritten in accordance with a DSCP-to-DSCP mutation map—a
useful capability for a switch that resides at a QoS domain bound-
ary. For example, one domain could use a given DSCP to desig-
nate a specific service level, while the domain to which this switch
belongs uses different nomenclature. Rewriting the DSCP can
retain service-level definitions between QoS domains.

The DSCP-to-DSCP translation applies only to ingress ports
because they are DSCP-trusted. Applying this map to a port causes
IP packets to be rewritten with newly mapped DSCP values at the
ingress ports.

Policing uses a simple token bucket algorithm. This algorithm
adds a token to the bucket as the switch receives each packet. The
rate at which the bucket fills is a function of two factors: the rate
at which tokens are removed, or committed information rate (CIR),
and the bucket depth, or committed burst size (CBS). Packets that
meet the CIR and CBS, called conforming packets, continue through
the QoS path.

Trusting packets determines output service assignments

In advanced QoS mode, only conforming packets go through the
trusting phase; nonconforming packets undergo an administrator-
defined action. In basic mode, the administrator specifies
“trust” for particular network domains. Within the trusted
domain, the PowerConnect 6024/6024F marks each packet based
on administrator-specified fields that signal the type of service
the packet should receive. These fields also are used to assign
the packet to one of eight output queues. The administrator
determines the trust behavior by designating the fields upon
which output service assignment is performed: 802.1p tag-based?
fields, 802.1p port-based fields, Layer 3 predefined fields, and
Layer 4 predefined fields.

Trusting in basic mode is a useful tool for switches at the edge
of a QoS domain. In this case, the packets are classified at the
edge of the domain and assigned to a queue. Sophisticated switches
provide more flexible bandwidth management and control by
supporting more queues. The PowerConnect 6024/6024F switch
supports eight queues per port, allowing network administrators to
configure eight differentiated levels of service for individuals and
applications using the network.

In trusting (for either advanced or basic mode), the
PowerConnect 6024/6024F switch assigns packets to a queue
based on an administrator-configured map. The switch supports
four different types of maps—class of service (CoS) to queue,

2The terms class of service and 802.1p tag are used interchangeably.
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USING ADVANCED QoS MODE TO IMPROVE NETWORK TRAFFIC FLOW

By offering three quality of service modes, Dell PowerConnect 6024/6024F
switches help provide network administrators with the versatility to meet var-
ious networking needs. Although best-effort and basic QoS modes each offer
advantages for managing network traffic, advanced QoS mode enables
administrators to use policing, trusting, marking, and queue scheduling tech-
niques to further streamline the flow of information through a netwaork.

The following applications and network services provide examples of
the traffic needs that administrators can address by implementing advanced
QoS mode rather than simply increasing bandwidth:

« H.323 voice over IP (VoIP) and telephony: VoIP requires limited
bandwidth but is sensitive to latency and jitter. VolP applications
include both call setup and control protocols; these traffic types are
transmitted over TCP using known ports. Voice streaming is transmit-
ted over UDP using a known port.

- H.323 video: Video is less delay-sensitive than VolP but requires
more bandwidth. Although the call setup and control protocols are
the same as for voice and video streaming, H.323 video traffic uses a
different UDP port.

- Data transfer: For network backup, data transfer requires significant
bandwidth and low packet loss but has no specific delay requirements.

Figure A shows a typical network configuration to meet H.323 VoIP and
telephony, H.323 video, and data transfer requirements.
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Figure A. Sample topology for a QoS environment
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Figure B. QoS Settings screen: Advanced setting

The following example shows how administrators can ensure adequate
QoS for a network with several applications, each presenting its own spe-
cific requirements. The example is based on the following assumptions:

1. The H.323 protocol uses TCP port 1720 for call setup (port number
assigned by the Internet Assigned Numbers Authority, or IANA, for
H.323) and port 1736 for audio call protocol.

2. UDP port 2776 is used for voice streaming.

3. UDP port 5004 is used for video streaming.

4. Input is derived from a Layer 3 switch that supports differentiated
services code point (DSCP) tagging.

5. The voice data stream is tagged with the DSCP value of 63. (Its
default mapping is to the highest priority queue—queue 8—like any
value between 56 and 63.)

6. The video data stream DSCP and the Virtual Path Terminator (VPT)
tags are unknown because neither is supported by the specific origi-
nation switch or subnet. For that reason, VPT or DSCP cannot be
used as the trust parameter.

Configuring a PowerConnect 6024 switch
The following steps describe the process to configure a PowerConnect 6024
switch for the example scenario:

1. In the graphical user interface (GUI) provided with Dell OpenManage
Switch Administrator, set the system to advanced mode on the (oS
Settings screen shown in Figure B. Implement the following requirements
using the advanced QoS mode of the PowerConnect 6024 switch:

a. Reserve enough bandwidth by limiting all other traffic to
700 Mbps—this is enough bandwidth for a worst-case
scenario, protecting the network against faulty conditions.
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b. Prevent each realtime application from interfering with other

real-time applications by limiting:

- Voice data stream to 60 Mbps

« Video data stream to 200 Mbps

+ H.323 control to 5 Mbps
The committed bandwidth is adequate for the application.
However, because these applications are higher priority, admin-
istrators must protect the lower-priority applications from
unexpected traffic load of the higher-priority applications.

2. On the TCP to Queue screen, map the TCP call setup and control of
H.323 to queues 5 and 6. Map TCP port 1736 to queue 6; after click-
ing the Apply Changes button, map TCP port 1720 to queue 5. Queues
5 and 6 are lower priority than queue 8 (used for voice) and queue 7
(used for video). The mapping of voice and video follows the default
DSCP mapping table.

. On the QoS Aggregate Policer screen, create a policy aggregator to
limit all non-real-time traffic to 700 Mbps. In this example, the Policer
is named ‘agany” and assigned an ingress committed information
rate (CIR) of 700,000 Kbps and an ingress committed burst size
(CBS) of 1,400,000 bytes.

. On the Add ACE to IP-Based ACL screen, create five ACLs with the
associated access control entries (ACEs). An ACL is created by using
the Add button to add an ACL with the first associated ACE rule. A
new ACE rule is added using the main screen. The five ACLs include:

a. Web traffic ACL: First ACE permits any traffic with IP destina-
tion port 80 (the general assigned value used for HTTP by the
IANA); second ACE permits traffic to TCP port 20 (the general
assigned value used for file transfer by the IANA); and third
ACE permits traffic to TCP port 21

b. All non-eal-time traffic ACL

c. Voice data stream ACL: Permits traffic with IP destination port 2776

d. Video data stream ACL: Permits traffic with IP destination port 5004
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Figure C. QoS Class Map screen
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Figure D. Policy screen

e. H.323 control ACL: First ACE permits traffic with IP destination port
1720; and second ACE permits traffic with IP destination port 1736

5. On the QoS Class Map screen shown in Figure C, bind the ACLs to five
class maps. In advanced QoS mode, ACLs are not bound directly to inter-
faces and must be included in a policy, which includes a class map.

6. On the Policy screen shown in Figure D, create a new policy using
the Add button. In this example scenario, the policy is named
“polmap1” and includes the five class maps. Administrators define
the class maps by completing the form on this screen for each field
of information. Bind all the class maps to the policy and perform the
following operations on the different classes:

Video class

a. Limit the traffic using the Policer to 200 Mbps, reserving ade-
quate bandwidth for the video traffic.

b. Change the DSCP frames tag value classified by the video class
to b3 (marking assumption 6). The default queue for this DSCP
value is queue 7.

Voice class

a. Limit the traffic using the Policer to 60 Mbps, reserving ade-
quate bandwidth for the voice traffic.

b. Use DSCP Trust mode to set DSCP queuing policy for all voice-
classified frames. The default queue for DSCP 63 is queue 8.

Control class

a. Limit the traffic using the Policer to 5 Mbps, reserving adequate
bandwidth for the H.323 control.

b. Use the TCP/UDP command to set the queuing policy for classi-
fied TCP/UDP frames.

Web class

a. Direct all classified frames to queue 3 (lower-priority queug).

b. Use the Policer to limit traffic according to the aggregated policy.

(continued on following page)
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USING ADVANCED QoS MODE TO IMPROVE NETWORK TRAFFIC FLOW, continued

Other traffic classes

a. Direct all classified frames to queue 1 (the lowest queug).

b. Use the Policer to limit traffic according to the aggregated policy.
Figure D shows the full content of this policy after it has been com-
pletely defined.

7. On the QoS Policy Binding screen, attach the “polmap1” policy to
the interface.

DSCP to queue, TCP to queue, and UDP to queue—allowing pack-
ets to be prioritized based on Layer 2, Layer 3, or Layer 4 behaviors.

Marking packets assigns administrator-defined actions

If a packet does not conform to policing rules, then it is marked for
further action. DSCP values of nonconforming packets marked
with the administrator-defined action policed-dscp-transmit will be
rewritten according to the policed-DSCP map.

Egress actions: Controlling network congestion

Network congestion occurs when packets arrive at an output
port faster than they can be transmitted. Switches use two general
methods for controlling congestion in the network: queue sched-
uling and traffic shaping.

Queue scheduling prioritizes packets

Queue scheduling allows administrators to control service-class
access to a limited network resource: link bandwidth. By manag-
ing the amount of bandwidth allocated to each service class on an
output port, administrators can help control network congestion.

Strict priority queuing. This type of queuing is a simple method
for supporting differentiated service classes. Strict priority queuing
first classifies packets by the switch and then places them in dif-
ferent priority queues. Packets from the highest priority queues are
scheduled first. Within each queue, packets are scheduled in first
in, first out (FIFO) order.

Weighted round-robin (WRR) queuing. WRR queuing
addresses the limitations of the strict priority model by ensuring
that lower-priority queues are not denied access to output buffer
space and bandwidth. In WRR queuing, packets are first catego-
rized into different service classes—FTP, multimedia, and voice—
and then assigned to a specific queue dedicated to that particular
class. Each queue is serviced in round-robin order.

WRR queuing efficiently supports the differentiated service classes
for a manageable number of highly aggregated traffic flows. Admin-
istrators can implement WRR queuing in hardware and apply it to high-
speed interfaces in both the core and the edge of enterprise networks.
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This example scenario demonstrates how network administrators can use
the advanced QoS mode of the PowerConnect 6024/6024F switches to
manage network traffic. With the easy-to-use, Web-based Dell OpenManage
Switch Administrator tool, administrators can use PowerConnect switches
to share bandwidth resources among various types of applications, assign-
ing adequate resources to each one while helping ensure that lower-priority
applications are not starved for bandwidth.

Traffic shaping regulates packet flow

Traffic shaping smoothes packet flow and regulates the rate and
volume of traffic entering the network. Traffic-shaping tools set limits
on the token generator, token bucket, and packet queue length. Traf-
fic that adheres to the token bucket parameters can be transmitted
on the link, but traffic that does not conform to the administrator-
specified profile remains in the queue until it does conform.

For example, a network administrator can assign a per-queue
shaper and a per-port shaper. If a given flow meets the shaping cri-
teria for a specific queue and passes through it, the flow will then
be subject to the aggregate shaper on the port. Thus, packets may
pass the queue shaper, but be dropped on the port shaper.

Managing quality of service

A key feature of the QoS application in PowerConnect 6024/6024F
switches is ease of management. Dell OpenManage™ Switch Admin-
istrator provides an intuitive graphical user interface that enables
administrators to assign services and treatment to traffic flow. An
industry-standard command-line interface also helps administra-
tors manage the switch.

QoS mechanisms help administrators solve the problems inher-
ent in unpredictable network traffic by classifying and prioritiz-
ing incoming and outgoing packets. Using hardware that facilitates
QoS, such as Dell PowerConnect 6024/6024F switches, IT admin-
istrators can help maximize their QoS implementations, relieve
network congestion, and better meet guaranteed minimum delays.
Dell OpenManage Switch Administrator further simplifies config-
uring switches for QoS. @

Marvell Semiconductor (http;//www.marvell.com) is a leading global semiconductor provider
of complete broadband communications and storage solutions. The company’s diverse portfolio
includes switch controllers and processors, transceivers, communications controllers, wireless

devices, and storage products that power the communications infrastructure.
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10 Gigabit Ethernet

Helps Relieve Network Bottlenecks

for Bandwidth-Intensive Applications

Los Alamos National Laboratory researchers configured standards-based Dell™ servers
with Intel” PRO/10GbE LR Server Adapters to test the actual network throughput of
10 Gigabit Ethernet (10GbE)—based local area networks (LANs), metropolitan area net-
works (MANs), and wide area networks (WANS). This article provides an overview of
those tests, highlighting the key components that can help create costeffective, high-

speed network connections for a wide range of server-centric applications.

BY MATT W. BAKER AND WU-CHUN FENG

As bandwidth-intensive applications propagate, 10 Giga-
bit Ethernet (10GbE)! adapters can provide a way
to increase network throughput using cost-effective,
standards-based servers that are already in place. The
ratified 10GbE standard is the same as previous Ethernet
standards in almost every respect. Ten Gigabit Ethernet is
still Ethernet, ensuring interoperability with all existing
Ethernet technologies. Although standards are being devel-
oped for moving 10GbE to copper wire, the current 10GbE
standard—like early forms of previous Ethernet technolo-
gies such as Gigabit Ethernet2—runs over various types of
fiber-optic media only. The current standard enables full-
duplex 10GbE transmissions over distances up to 300 meters
(0.16 mile) using multimode, 850-nanometer fiber-optic
cable (SR); up to 10 kilometers (6 miles) using single-mode,

1,310-nanometer optical fiber (LR); and up to 40 kilometers
(25 miles) using 1,550-nanometer fiber (ER).3

The recently ratified fiber-optic extensions to the
Ethernet standard provide 10GbE with the capability to
interoperate with Synchronous Optical Network (SONET)
installations, paving the way to extend 10GbE backbones
into metropolitan area networks (MANs) and wide area
networks (WANs). At the same time, the 10GbE standard
offers the potential to increase the performance and
productivity of local area networks (LANSs), as shown
in Figure 1.

However, with each evolutionary step, the question
of actual performance versus theoretical performance
arises. If historical Ethernet developments are any guide,
products based on the 10GbE standard will likely reach

1This term does not connote an actual operating speed of 10 Gbps. For high-speed transmission, connection to a 10GbE server and network infrastructure is required.

2This term does not connote an actual operating speed of 1 Gbps. For high-speed transmission, connection to a Gigabit Ethernet server and network infrastructure is required.

3 For more information, see “10 Gigabit Ethernet Technology Overview,” Intel Corporation, at http://wwuw.intel.com/network/connectivity/resources/doc_library/white_papers/

pro10gbe_Ir_sa_wp.pdf.
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Figure 1. Configuring 10GbE links to expand LAN environments

their potential 10 Gbps transmission rate by 2005-2006. Meanwhile,
IT managers pressed for more bandwidth must answer the imme-
diate question: How fast is 10GbE right now?

Enhancing the productivity of server-based applications
Already, 10GbE network components are fast enough to satisfy
many bandwidth-intensive applications. For example, to acceler-
ate video rendering for The Hulk—a film released in 2003 that
included a significant amount of computer-generated images—
the filmmakers used a 10GbE trunk to create the conduit between
servers in the artists’ production network and servers in the pro-
duction data center.

Meanwhile, researchers at Los Alamos and other national lab-
oratories are using 10GbE components to power client/server data
visualization applications. Los Alamos is using ParaView, an open
source application designed to support distributed computing models
that process large, complex data sets. Such applications help
researchers analyze data sets in fields ranging from climatic model-
ing to DNA sequencing. Other applications enabled by 10GbE net-
work components include collaboratories—which are based on a
computing model that supports geographically dispersed collabora-
tive research, particularly in scientific and engineering fields.4

Large-scale scientific applications benefit from 10GbE band-
width because they typically require high-performance network
connections for server-to-server as well as server-to-storage through-
put. Using 10GbE bandwidth can help process distributed data up
to six or seven times faster than Gigabit Ethernet in various appli-
cations. Another area in which 10GbE throughput can be benefi-
cial is bioinformatics—collecting, classifying, storing, and analyzing
biochemical and biological information. For example, in 2003 a
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Figure 2. Configuring various server-to-server connections in a LAN

worldwide research effort took several weeks to identify the Severe
Acute Respiratory Syndrome (SARS) virus. Had researchers been able
to take advantage of 10GbE-linked collaboratories, they could have
shared data worldwide with greater speed and efficiency, quite pos-
sibly resulting in faster identification of the virus.

Putting 10GbE to the test

To evaluate the actual performance of 10GbE network components
today versus their theoretical performance potential, researchers at
the Los Alamos National Laboratory tested a range of LAN, MAN,
and WAN configurations.

LAN test configurations

The test team created several configurations for LAN testing, includ-
ing direct single flow between two servers, indirect single flow
between two servers through a switch, and multiple flows between
servers through a switch (see Figure 2).5 Depending on the CPU,
bus speed, and architecture of the servers used, Los Alamos

4 For more information about collaboratories, visit http://www.accessgrid.org or http://www.scienceofcollaboratories.org.
5 Standard Ethernet-compatible switches or routers can be used in any Ethernet configuration, including the configurations shown in Figure 2. However, these components must have 10GbE-compatible ports or

adapters to make the necessary 10GbE server connections.
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Figure 3. Configuring 10GbE WAN environment stretching from Sunnyvale, California, to Geneva, Switzerland

researchers were able to achieve an end-to-end throughput of over
7 Gbps between applications running on different Linux®-based
servers, with end-to-end latency as low as 12 microseconds.®

MAN and WAN test configurations

For the MAN and WAN tests, Los Alamos researchers worked with
the California Institute of Technology (Caltech), the Stanford Linear
Accelerator Center (SLAC), and CERN (European Organization for
Nuclear Research). This technical alliance tested 10GbE performance
over the WAN configuration shown in Figure 3—a true wide area
network that spanned more than 9,600 kilometers (6,000 miles)
between Sunnyvale, California, and Geneva, Switzerland. Even
though the 2.49 Gbps OC-48 transatlantic circuit presented a signif-
icant bottleneck, the WAN test group was able to transfer more than
1 TB of data in less than an hour with a sustained Sunnyvale-to-
Geneva throughput of 2.38 Gbps®é—breaking the then-current
Internet2 Land Speed Record (I2-LSR) by 2.5 times in February
2003.7 More recently, in October 2003, a new 12-LSR record was set
when Caltech and CERN researchers moved more than 1 TB of data
across 7,000 kilometers (4,350 miles) in less than 30 minutes at a
sustained throughput rate of 5.44 Gbps.8

Understanding key 10GbE network components
In both the Los Alamos LAN test configurations and the February 27,
2003, 12-LSR record-breaking configuration, the Intel® PRO/10GbE

LR Server Adapter provided the Ethernet interface for Dell
PowerEdge™ 2650 and PowerEdge 4600 servers. In the Los Alamos

configurations shown in Figure 2, the PRO/10GbE adapter helped
to create high-performance TCP/IP-over-Ethernet network connec-
tions without requiring any modifications to the application code.

The PRO/10GbE adapter achieved its high performance through
the architecture shown in Figure 4, which is based on the Intel
82597EX single-chip controller. This controller provides capabilities
including direct memory access (DMA) without register mapping, min-
imized programmed I/O read access, and minimized interrupts for
device management. In addition, the controller offloads various
TCP/IP tasks such as checksums and segmentation from the host CPU.

The host server accesses the network adapter chip through the
Peripheral Component Interconnect Extended (PCI-X®) interface,
which connects to a 33/66 MHz, 32-/64-bit Peripheral Component
Interconnect (PCI®) bus or a 33/66/100/133 MHz, 32-/64-bit
PCI-X bus. To the right of the Media Access Control (MAC) layer
is an 8B/10B physical encoding sublayer and a 10 Gbps media-
independent interface (XGMII) for the 1,310-nanometer serial
fiber-optics module.

The fiber-optics module provides optical transmission over
single-mode fiber to distances of 10 kilometers. Although the
PRO/10GbE adapter can support a 20 Gbps bidirectional data rate,
current host PCI-X bus bandwidth presents at least one limiting
factor: the peak network bandwidth of a 133 MHz, 64-bit PCI-X bus
is 8.5 Gbps. Thus, with no other bottlenecks, 8.5 Gbps would be
the maximum throughput to be expected from such servers. For-
tunately, moving forward, new system interconnect technologies such
as PCI Express™ will remove this artificial bottleneck.

6"Optimizing 10 Gigabit Etheret for Networks of Workstations, Clusters, and Grids: A Case Study” by Wu-chun Feng et al. in Proceedings of ACM/IEEE SC 2003 High-Perfarmance Netwarking and Computing

Lonference, November 2003, http://www.sc-conference.org/sc2003/paperpdfs/pap293.pdf.

7 For more information see “12-L.SR Timeline, 27 February 2003" online at http://Isr.internet2.edu/history.html.
8 For more information, see “12-LSR Timeline, 1 October 2003" online at http://Isr.internet2.edu/history.html.
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First, the Los Alamos team tested unoptimized Dell PowerEdge
2650 servers, each with two 2.2 GHz processors, for single-flow
TCP/IP throughput. The result using standard, 1500-byte maximum
transfer units (MTUs) was 1.8 Gbps. When testers used a 9000-byte
Jumbo frame MTU, they achieved network throughput of 2.7 Gbps.
Although well short of 10 Gbps, 2.7 Gbps is a significant bandwidth
advance over Gigabit Ethernet. Moreover, this throughput was
accomplished using out-of-the-box PowerEdge 2650 servers.?

Fine-tuning network performance

The Intel PRO/10GbE LR Server Adapter enables existing network
servers to enter the 10GbE performance realm. Furthermore, it is
highly customizable to meet particular application requirements for
performance, network stability, and quality of service. To optimize
existing servers, the Los Alamos team tested several approaches to
isolate bottlenecks and increase bandwidth. These approaches
included tuning TCP window sizes, increasing PCI-X burst size, and
tuning MTU size.

For example, on PowerEdge 2650 servers using a standard TCP
stack with 9000-byte MTUs, testers improved network throughput
by 33 percent—from 2.7 Gbps to 3.6 Gbps—by increasing the PCI-X
burst size to 4096 bytes. Even better performance was achieved by
adjusting MTU sizes. Using an 8160-byte MTU, testers achieved a
peak bandwidth of 4.11 Gbps.2 However, that result was accom-
plished running Linux and may be attributed to the Linux memory-
allocation system; other operating systems may not achieve a
comparable increase in throughput by using nonstandard MTUs.

To explore the network performance of high-end Linux-based
servers, the Los Alamos test team ran preliminary trials on a uniproces-
sor server configured with an Intel® Itanium® 2 processor at 1.5 GHz
and a PRO/10GbE LR Server Adapter. Using the same optimizations
as with the PowerEdge 2650 system—an 8160-byte MTU and
PCI-X burst size of 4096 bytes—the Itanium 2 processor-based
server produced a unidirectional throughput of 7.2 Gbps with
12-microsecond socket-to-socket latency.9-10

Extending the reach of networked applications

High bandwidth and low latency are the primary features of 10GbE
network performance, helping to expand application capabilities,
increase productivity, and reduce time to result for large-scale, com-
plex scientific and engineering applications. In addition, enterprises
that manipulate or store vast amounts of data may benefit from
10GbE performance in various applications, including feature-length
film production, publishing, high-end graphics, finance, and eco-
nomic modeling.10
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PCIX w o _ channels RX
8.5 Ghps = 2|2 | <
as > ntel
<> &£ &= 1,310:nanometer
Intel® 82597EX | <€ fiber-optics module [
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X

512 KB flash memory

Intel PRO/10GbE LR Server Adapter

Figure 4. Exploring the Intel PRO/10GbE LR Server Adapter architecture

IT administrators also can benefit from a 10GbE deployment—
for example, faster network throughput enables faster backups. At
full wire speed, a backup that takes one hour with Gigabit Ethernet
can be completed in six minutes with 10GbE. But that is only the
beginning. Emerging 10GbE technology promises the potential to
provide a unified fabric interconnect for storage that could enable
administrators to minimize or possibly eliminate costly proprietary
network interconnects, which are traditionally used in such areas.
Using standards-based Ethernet components as the network fabric
could enable administrators to reduce equipment and maintenance
costs significantly.

Moreover, 10GbE networks allow connections over significantly
longer distances—as far as 10 kilometers of fiber-optic cable with
1,310-nanometer optics and 40 kilometers with 1,550-nanometer
optics. These transmission distances can enable administrators to
extend LANs across larger campuses and move LAN data centers
to more cost-effective locations. &

Matt W. Baker (matt.w.baker@intel.com) is a technical marketing engineer for server

network interface cards in the LAN Access Division at Intel.

Wu-chun Feng (feng@Ianl.gov) leads the Research and Development in Advanced Network
Technology (RADIANT) team at Los Alamos National Laboratory.

FOR MORE INFORMATION

Intel PRO/10GbE LR Server Adapter: http:;//www.intel.com/network/
connectivity/products/pro10GbE_LR_server_adapter.htm

10 Gigabit Ethernet Technology Overview:
http://www.intel.com/network/connectivity/resources/doc_library/
white_papers/pro10gbe_Ir_sa_wp.pdf

Internet2 Land Speed Records:
http://Isr.internet2.edu/history.html

9“Optimizing 10 Gigabit Ethernet for Networks of Workstations, Clusters, and Grids: A Case Study” by Wu-chun Feng et al. in Proceedings of ACM/IFEE SC 2003- High-Performance Networking and Computing

Conference, November 2003, http://www.sc-conference.org/sc2003/paperpdfs/pap293.pdf.

10 For more information, see “Los Alamos National Lab Smashes Netwarking Records with Intel’s 10 Gigabit Etheret Server Adapter” online at http://www.intel.com/network/connectivity/case_studies/

16832_LosAlamos_CS_r03.pdf.

116 POWER SOLUTIONS

March 2004



Oracle Database 10g

$149 Per User

One CD
17 minute install
Easy to use

Oracle Standard Edition One
$149 per user or $4995 per processor
First class database...economy price

ORACLE

oracle.com/standardedition
or call 1.800.633.0753

Limitations and restrictions apply. Standard Edition One is available with Named User Plus licensing at $149 per user with
a minimum of five users or $4995 per processor. Licensing of Oracle Standard Edition One is permitted only on servers
that have a maximum capacity of 2 CPUs per server. 17 minute install is based upon testing on a system with 1x866MHz

Intel CPU, 512 Mb RAM running Red Hat Linux 2.1. Actual install times will vary and are dependent on
system configurations. For more information, visit oracle.com/standardedition

Copyright © 2004, Oracle Corporation. All rights reserved. Oracle is a registered trademark of Oracle Corporation and/or its affiliates.



LINUX:

Operating system that
can now give you the same
buzz it gives IT.

There are tech reasons to love Linux. And there are business reasons. With new Novells Nterprise™ Linux Services, you get both. An application suite that helps
you boost productivity. And gives your tech staff the deep support they’ve been looking for. Bottom-line types will appreciate the increased efficiency that comes
from running an array of applications — everything from secure identity management to remote access to messaging — on an operating system that’s renowned
for its low cost and reliability. And while everybody’s in favor of better financial performance, what’s really going to get your tech crew jazzed is the unprecedented
multilevel support. Right on down to the actual operating system. To find out how new Novell Nterprise Linux Services can free your business to be more

productive, call 1-800-218-1600 or visit www.novell.com/linux ® WE SPEAK YOUR LANGUAGE.

©2004 Novell, Inc. All rights reserved. Novell and Nterprise are registered trademarks of Novell, Inc., in the United States and in other countries. Linux is a registered trademark of Linus Torvalds.



FRE

(L] Yes! | want to receive Dell Power Solutions Free.

Check one:
IJ New subscription
1 Address change

Current subscriber 1D (from mailing label):

Subscription
Request

IJ Renew subscription
[ Cancel subscription

-

Managing Storage

First name:

Last name:

Company name:

Address 1:

Address 2:

City:

State, province, or territory:

ZIP/postal code:

Country:

Telephone:

E-mail address:

Please complete the questions listed below to receive your free subscription to
Dell Power Solutions. You must answer all questions to qualify for a free subscription.

1. Which of the following best describes
your job function?
[ Management (CxO, VP, director)
[ IT manager or supervisor
1 Systems engineer/technical consultant
(1 Systems analyst
(3 Systems administrator
(3 Network administrator
1 Project manager
3 Marketing/sales
(a1 Other

N

. How large is your company, in terms
of annual sales volume?
13 Less than $5 million
3 $5-%9 million
3 $10-$49 million
(3 $50-$99 million
13 Greater than $100 million
(1 Greater than $1 billion

w

. How large is your company, in terms
of employees?
1J Less than 200
1J 200-500
1J 500-1,000
1J 1,000-5,000
13 Greater than 5,000

4. What is the principal industry served
by your company?
[J Education
(1 Financial services and banking
1 Government and military
1 Healthcare
[J Hospitality
(1 Internet or Internet service provider
1 Manufacturing
1 Retail
[J Telecommunications
[ Utilities
1 Other

o

. What Dell products does your
company use?
11 Desktops or notebooks
[J Servers or storage
(3 All of the above
3 None of the above

6. What operating systems does

your company use?

J Windows

1 Novell

1 UNIX

3 Linux

1 Mixed

1 Other

Subscriptions are free to qualified readers who complete the online subscription form or this reply card. To sign up as
a new subscriber, renew an existing subscription, change your address, or cancel your subscription, submit the
online form at www.dell.com/powersolutions_subscribe, return this reply card by surface mail, or fax this reply card

to +1 512.283.0363. For subscription services, please e-mail us_power_solutions@dell.com. 03/04

Subscribe online at www.dell.com/powersolutions_subscribe




VSN

¢898L X1 MO0d dNNOY
AVM 1730 INO

ONI 1134

9618 dOLSTIVIN
SNOILNTOS d3IMOd 113d

J43H
dINVLS
30Vv'1d




ONLINE-EXTRA CONTENT

Scalable Enterprise Computing: Testing a Clustered Database
on the Dell PowerEdge 6650
By Dave Jaffe, Ph.D., and Todd Muirhead

Stored procedure: Purchase

CREATE OR REPLACE PROCEDURE "DS"."PURCHASE"
(
customerid_in INTEGER,
number_items INTEGER,
prod_id_in DS_TYPES.N_TYPE,
qty_in DS_TYPES.N_TYPE,
netamount_in NUMBER,
taxamount_in NUMBER,
totalamount_in NUMBER
)

AS

date_in DATE;
neworderid INTEGER;
item_id INTEGER;
BEGIN

SELECT ORDERID_SEQ.NEXTVAL INTO neworderid FROM DUAL;

--date_in := SYSDATE;
date_in := TO_DATE('2003/10/31", 'YYYY/MM/DD');

-- CREATE NEW ENTRY IN ORDERS TABLE
INSERT INTO ORDERS
(
ORDERID,
ORDERDATE,
CUSTOMERID,
NETAMOUNT,
TAX,
TOTALAMOUNT
)
VALUES
(
neworderid,
date_in,
customerid_in,
netamount_in,
taxamount_in,
totalamount_in
)

s

-- ADD LINE ITEMS TO ORDERLINES
FOR item_id IN 1..number_items LOOP
INSERT INTO ORDERLINES
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(
ORDERLINEID,
ORDERID,
PROD_ID,
QUANTITY,
ORDERDATE
)

VALUES
(
item_id,
neworderid,
prod_id_in(item_id),
qty_in(item_id),
date_in
)

END LOOP;

END PURCHASE;

Stored procedure: Rollup_by_category

CREATE OR REPLACE PROCEDURE "DS"."ROLLUP_BY_CATEGORY"
(

category_in IN NUMBER,
prevmonth_total 0UT FLOAT

)

AS

BEGIN

SELECT SUM(OL.QUANTITY * P.PRICE) INTO
prevmonth_total FROM ORDERLINES OL, PRODUCTS P
WHERE OL.PROD_ID = P.PROD_ID AND P.CATEGORY =
category_in AND

TO_DATE('2003-06-01", 'yyyy-mm-dd') <= OL.ORDERDATE

AND

TO_DATE('2003-07-01", 'yyyy-mm-dd') > OL.ORDERDATE;

END ROLLUP_BY_CATEGORY;
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ONLINE-EXTRA CONTENT

Optimizing Disaster Recovery Using Oracle Data Guard

on Dell PowerEdge Servers
By Paul Rad, Zafar Mahmood, Ibrahim Fashho, Raymond Dutcher, Lawrence To, and Ashish Ray

Creating an Effective Disaster Recovery
Architecture Using Oracle9i RAC and
Oracle Data Guard on Dell Platforms

Recently, joint engineering teams from Dell and Oracle completed a proj-
ect demonstrating the use of Oracle9i™ Real Application Clusters (RAC)
and Oracle® Data Guard on Linux®-based Dell™ servers and Dell stor-
age as a powerful but low-cost, high-availability and disaster recovery
solution. The following procedures describe the steps to produce an
Oracle Maximum Availability Architecture (MAA) configuration con-
sisting of a primary site in Austin, Texas, and a secondary site in Dallas,
Texas. Each site contains a two-node cluster running Oracle9i RAC and
Oracle Data Guard. The database name is SALES. The node names at
the primary site in Austin are austinl and austin2; the node names at
the secondary site in Dallas are dallasl and dallas2.

Using RAC at each of the primary and secondary sites helps ensure
high availability in the event of local node failures. Using Data Guard
in the Maximum Availability protection mode, which is based on syn-
chronous redo transport from the primary database to the standby data-
base, helps ensure that no data is lost in the event of a failure or disaster
at the primary site.

Create a backup of the primary database and copy it
to the standby database
1. Ensure that the primary database is in ARCHIVELOG mode:

a. Verify the current status of the database.

SQL> archive Tog Tist

Database log mode No Archive Mode

Automatic archival Disabled
Archive destination ?/dbs/arch
O0ldest online Tog sequence 7

Current Tog sequence 9

The query result No Archive Mode for the database log mode
indicates that the database is not in ARCHIVELOG mode. If
the database is already in ARCHIVELOG mode, then this line
would read Archive Mode.

b. To enable archiving, leave one Oracle instance running and
shut down all other instances.

c. To enable ARCHIVELOG mode, mount the single Oracle data-
base instance exclusively using the following commands.
Note: A clustered file system is recommended for the archive
log destination /u03/arch; otherwise, cross-instance archiving
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should be considered. For more information about cross-
instance archiving, refer to the Oracle9i Data Guard Concepts
and Administration manual at http://download-west.oracle.com/
docs/cd/B10501_01/server.920/a96653/toc.htm.

SQL> alter system set cluster_database=false
scope=spfile;

SQL> alter system set archive_log_start=true
scope=spfile;

SQL> alter system set archive_log_dest_1=
"LOCATION=/u03/arch' scope=spfile;

SQL> shutdown immediate

SQL> startup mount exclusive

SQL> alter database archivelog;

SQL> alter system set cluster_database=true
scope=spfile;

SQL> shutdown immediate

SQL> startup

d. Start all other Oracle RAC instances.

e. Verify that the database is in ARCHIVELOG mode and that
automatic archiving is enabled.

SQL> archive Tlog Tist

Database log mode Archive Mode

Automatic archival Enabled
Archive destination /u03/arch
O0ldest online Tog sequence 7

Next Tog sequence to archive 9

Current Tog sequence 9

2. Create the backup: Use any backup copy of the primary database
to create the physical standby database, as long as the necessary
archived redo log files exist to completely recover the database.
Oracle recommends the Recovery Manager (RMAN) utility for this
task, which enables the creation of an online backup without the
need to shut down the primary database.

3. Create the standby control file by entering the following at the
command prompt:

SQL> alter database create standby controlfile as
'/home/oracle/standby.ctl"';
Database altered.

4. Copy the following files from the primary database to the standby
host: the backup data files, standby control file, system parameter
file (SPFILE), and all available redo logs archived since the
backup was started.

The standby control file should be copied to the files listed by
the database parameter control_files.

POWER SOLUTIONS 1



Ensure that the standby database has the same directory
structure as the primary database. If the standby database has
a different directory structure, the administrator must rename
the data files on the standby database after copying them.
This can be done using the db_file_name_convert and
log_file_name_convert parameters or by manually using
the alter database statements.

Set up the environment

1. Configure networking components at the primary and secondary
sites. This must be done prior to changing the SPFILE; otherwise,
many of the alter system commands to set the database param-
eters will fail.

a. Configure the listener for each node by adding the following
lines to the $ORACLE_HOME/network/admin/listener.ora
file on each node:

SALES_LIST=

(DESCRIPTION_LIST=(DESCRIPTION=
(ADDRESS_LIST=(ADDRESS=(PROTOCOL=TCP) (PORT=1521)))

))

b. Configure the local listener service for dynamic instance
registration by adding the following lines to the
$ORACLE_HOME/network/admin/tnsnames.ora file on
each node:
SALES_LOCAL=(DESCRIPTION=(ADDRESS=(PROTOCOL=TCP)

(PORT=1521)))

c. Configure the network services by adding the following lines
to the $ORACLE_HOME/network/admin/tnsnames.ora file on
each node:

# Primary site
AUSTINnetsvc =
(DESCRIPTION =
(ADDRESS_LIST =
(ADDRESS = (PROTOCOL = TCP)(HOST = austinl)
(PORT = 1521))
(ADDRESS (PROTOCOL = TCP)(HOST = austin2)
(PORT = 1521))
)
(CONNECT_DATA =
(SERVICE_NAME = AUSTINdbsvc))
)
# Secondary site
DALLASnetsvc =
(DESCRIPTION =
(ADDRESS_LIST =
(ADDRESS = (PROTOCOL = TCP)(HOST = dallasl)
(PORT = 1521))
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(ADDRESS = (PROTOCOL = TCP)(HOST = dallas2)
(PORT = 1521))
)
(CONNECT_DATA =(SERVICE_NAME = DALLASdbsvc))
)

d. Restart all the listeners on the primary and secondary site
nodes.

2. Set the initialization parameters for the primary database by exe-

cuting the following commands, which will modify the SPFILE on
the primary database:

SQL> alter system set
log_archive_dest_2="service=DALLASnetsvc reopen=15
Tgwr sync net_timeout=30 max_failure=2 reopen=5";

SQL> alter system set
log_archive_dest_state_l=enable;

SQL> alter system set log_archive_dest_state_2=defer;

SQL> alter system set remote_archive_enable='TRUE';

SQL> alter system set
standby_archive_dest="/u03/arch’

SQL> alter system set standby_file_management="auto';

SQL> alter system set fal_client=AUSTINnetsvc;

SQL> alter system set fal_server=DALLASnetsvc;

SQL> alter system set Tocal_listener=SALES_LOCAL;

SQL> alter system set service_names=AUSTINdbsvc;

. Set the initialization parameters for the standby database by start-

ing the Oracle database instance in nomount state on the second-
ary site. Once the instance is started in nomount state, make the
following changes to the parameter file:

SQL> startup nomount
SQL> alter system set log_archive_dest_1='"LOCATION=
/u03/arch arch';
SQL> alter system set Tog_archive_dest_2='service=
AUSTINnetsvc reopen=15 lgwr sync net_timeout=
30 max_failure=2 reopen=5";
SQL> alter system set log_archive_dest_state_l=enable;
SQL> alter system set log_archive_dest_state_2=defer;
SQL> alter system set remote_archive_enable='TRUE';
SQL> alter system set standby_archive_dest='/u03/arch’
SQL> alter system set standby_file_management='auto';
SQL> alter system set fal_client=DALLASnetsvc;
SQL> alter system set fal_server=AUSTINnetsvc;
SQL> alter system set Tlocal_listener=SALES_LOCAL;

SQL> alter system set service_names=DALLASdbsvc;
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Start the physical standby database

1. Start and mount all the standby instances by entering the
following command at the command prompt in the standby
Oracle database:

> sqlplus "/ as sysdba"
SQL> alter database mount standby database;

2. Validate that the standby instance is registered with the listener
on node austinl by entering the following command:

> Tsnrctl status SALES_LIST

The command should return the following output, which indi-
cates that SALES is registered at the secondary site:

Service “DALLASdbsvc” has 1 instance(s).
Instance “SALES1”, status READY, has 1 handler(s)
for this service...

The command completed successfully

3. Create standby redo logs (SRLs) on the primary and standby data-
bases at both sites.

Use Oracle log multiplexing to create multiple SRL members in
each standby redo group. Multiplexing protects against failures
such as disk corruption involving the online redo log or an SRL
that exists on both sides of the disk mirror for one of the mem-
bers, or a user error that accidentally removes a member.

Use the following formula to determine the number of
SRL groups:

Number of SRL groups = Sum of all production online log
groups per thread + Number of threads

For example, if a primary database has two instances, or
threads, and each thread has four online redo log groups, then
there should be ten SRL groups. Having one more SRL group for
each thread than the number of the online redo log groups for the
primary database reduces the likelihood that the Oracle Log Writer
(LGWR) process for the primary database will become blocked
because an SRL cannot be allocated on the standby database.

Additional guidelines for creating SRLs include the following:

* Administrators should create the same number of SRLs for
both primary and standby databases.

* SRLs should exist on both primary and standby databases in

preparation for a switchover.

+ All online redo logs and SRLs for both the primary and
standby databases must be the same size.

* In an Oracle RAC environment, the SRLs must reside on a
shared disk.
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Use the following syntax to create SRLs:

SQL> alter database add standby logfile group 9
"/u02/austin/sr109.dbf" size 500m reuse;
SQL> alter database add standby logfile group 10
"/u02/austin/sr110.dbf" size 500m;
SQL> alter database add standby Togfile group 11
"/u02/austin//sr11l.dbf" size 500m;
etc.

4. Place the standby database in managed recovery on node austinl:
SQL> recover managed standby database disconnect;

5. Enable the remote archive destination on the primary database:
SQL> alter system set Tog_archive_dest_state_2=enable;

Set the database protection mode on the primary database

1. Shut down all primary database instances except one.
Note: This example uses Maximum Availability protection mode;
by default, Maximum Performance protection mode is enabled. If
Maximum Performance is the desired protection mode, then these
steps are not necessary.

2. Use the mount exclusive command to mount the remaining

instance:

SQL> alter system set cluster_database=false
scope=spfile;
SQL> shutdown immediate

SQL> startup mount exclusive
3. Set the database protection mode:

SQL> alter database set standby database to maximize

availability;

4. Validate the database protection mode:

select PROTECTION_MODE,PROTECTION_LEVEL from v$database;
PROTECTION_MODE PROTECTION_LEVEL

MAXIMUM AVATLABILITY MAXIMUM AVATLABILITY
5. Return the primary database to RAC mode:
SQL> alter system set cluster_database=true

scope=spfile;
SQL> shutdown
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6. Start all instances of the primary Oracle database:
SQL> startup

7. Check local and remote archive destinations on the primary data-
base by entering the following statement:

select NAME_SPACE, STATUS, TARGET, LOG_SEQUENCE,
TYPE, PROCESS, REGISTER, ERROR from v$ARCHIVE_DEST
where STATUS='INACTIVE';

Local and remote archive destinations should be returned. If all
expected destinations are not returned, then investigate the alert log
and v$ARCHIVE_DEST and v$ARCHIVE_DEST_STATUS views for

errors as follows:

select * from v$ARCHIVE_DEST_STATUS where
STATUS!="INACTIVE";

8. Ensure that the standby database is applying new archived redo
logs by executing the following two queries on the primary and
standby databases:

select '"ARCHIVED LOG MAX' || THREAD#, MAX(SEQUENCE#F)
from v$ARCHIVED_LOG group by THREAD#;

On the primary database, this query shows the redo logs archived
and sent. The output from the standby and primary databases
should match.

Execute the following query on the standby database:

select 'LOG HISTORY MAX' H THREAD#, MAX(SEQUENCE#)
from v$LOG_HISTORY group by THREAD#;

On the standby database, this query shows the maximum
sequence number recovered for each thread. This should match
the output from the previous query.

For further details, refer to “Monitoring Log Apply Services for

Physical Standby Databases” in the Oracle9i Data Guard Concepts
and Administration manual.
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Introducing VMware ESX Server, VirtualCenter,
and VMotion on Dell PowerEdge Servers
By Dave Jaffe, Ph.D.; Todd Muirhead; and Felipe Payet

Database build script for online DVD store

-- Copyright Dell Inc. 2004

-- Database

IF EXISTS (SELECT * FROM SYSDATABASES WHERE NAME='DS')
DROP DATABASE DS

GO

CREATE DATABASE DS ON

PRIMARY
(
NAME = 'primary",
FILENAME = 'c:\sql\dbfiles\ds.mdf"'
),

FILEGROUP DS_MISC_FG
(
NAME = 'ds_misc"',
FILENAME = 'e:\ds_misc.ndf",
SIZE = 1GB
),

FILEGROUP DS_CUST_FG
(
NAME = 'custl',
FILENAME = 'e:\custl.ndf"',
SIZE = 25GB
),
(
NAME = 'cust2',
FILENAME = 'e:\cust2.ndf',
SIZE = 25GB
),

FILEGROUP DS_ORDERS_FG
(
NAME = 'ordersl',
FILENAME = 'e:\ordersl.ndf',
SIZE 20GB
),
(
NAME = 'orders2',
FILENAME = 'e:\orders2.ndf',
SIZE = 20GB
),

FILEGROUP DS_IND_FG
(

NAME = "indl'
FILENAME = 'e:\indl.ndf"',
SIZE = 20GB

),
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GO

(

NAME = "ind2'
FILENAME = 'e:\ind2.ndf"',
SIZE = 20GB
)
LOG ON

(

NAME = 'ds_log"',

FILENAME = 'e:\ds_log.1df",
SIZE = 20GB

)

USE DS

GO

Tables

CREATE TABLE CUSTOMERS

GO

(

CUSTOMERID INT IDENTITY NOT NULL,
FIRSTNAME VARCHAR(50) NOT NULL,
LASTNAME VARCHAR(50) NOT NULL,
ADDRESS1 VARCHAR(50) NOT NULL,
ADDRESS2 VARCHAR(50),

CITY VARCHAR(50) NOT NULL,

STATE VARCHAR(50),

LZIP INT,

COUNTRY VARCHAR(50) NOT NULL,
REGION TINYINT NOT NULL,

EMAIL VARCHAR(50),

PHONE VARCHAR(50),

CREDITCARD VARCHAR(50) NOT NULL,
CREDITCARDEXPIRATION VARCHAR(50) NOT NULL,
USERNAME VARCHAR(50) NOT NULL,
PASSWORD VARCHAR(50) NOT NULL,
AGE TINYINT,

INCOME INT,

GENDER VARCHAR(1)

)

ON DS_CUST_FG

CREATE TABLE ORDERS

GO

(

ORDERID INT IDENTITY NOT NULL,
ORDERDATE DATETIME NOT NULL,
CUSTOMERID INT NOT NULL,
NETAMOUNT MONEY NOT NULL,

TAX MONEY NOT NULL,
TOTALAMOUNT MONEY NOT NULL

)

ON DS_ORDERS_FG
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CREATE TABLE ORDERLINES

GO

CR

GO

CR

GO

(

ORDERLINEID SMALLINT NOT NULL,
ORDERID INT NOT NULL,

PROD_ID INT NOT NULL,

QUANTITY SMALLINT NOT NULL,
ORDERDATE DATETIME NOT NULL

)

ON DS_ORDERS_FG

EATE TABLE PRODUCTS

(

PROD_ID INT IDENTITY NOT NULL,
CATEGORY TINYINT NOT NULL,
TITLE VARCHAR(50) NOT NULL,
ACTOR VARCHAR(50) NOT NULL,
PRICE MONEY NOT NULL,
QUAN_IN_STOCK INT NOT NULL,
SPECIAL TINYINT

)

ON DS_MISC_FG

EATE TABLE CATEGORIES
(

CATEGORY TINYINT IDENTITY NOT NULL,

CATEGORYNAME VARCHAR(50) NOT NULL,
)
ON DS_MISC_FG

SET IDENTITY_INSERT CATEGORIES ON

INSERT INTO CATEGORIES (CATEGORY,

VALUES (1, 'Action')

INSERT INTO CATEGORIES (CATEGORY,
VALUES (2,'Animation")

INSERT INTO CATEGORIES (CATEGORY,
VALUES (3, 'Children")

INSERT INTO CATEGORIES (CATEGORY,
VALUES (4,'Classics')

INSERT INTO CATEGORIES (CATEGORY,
VALUES (5, 'Comedy")

INSERT INTO CATEGORIES (CATEGORY,
VALUES (6, 'Documentary')

INSERT INTO CATEGORIES (CATEGORY,
VALUES (7,'Drama")

INSERT INTO CATEGORIES (CATEGORY,
VALUES (8, 'Family")

INSERT INTO CATEGORIES (CATEGORY,
VALUES (9, 'Foreign")

INSERT INTO CATEGORIES (CATEGORY,
VALUES (10, 'Games")
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CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

CATEGORYNAME)

INSERT INTO CATEGORIES (CATEGORY, CATEGORYNAME)
VALUES (11, 'Horror")

INSERT INTO CATEGORIES (CATEGORY, CATEGORYNAME)
VALUES (12, 'Music')

INSERT INTO CATEGORIES (CATEGORY, CATEGORYNAME)
VALUES (13, 'New')

INSERT INTO CATEGORIES (CATEGORY, CATEGORYNAME)
VALUES (14,'Sci-Fi")

INSERT INTO CATEGORIES (CATEGORY, CATEGORYNAME)
VALUES (15, 'Sports")

INSERT INTO CATEGORIES (CATEGORY, CATEGORYNAME)
VALUES (16, 'Travel")

GO

Stored procedures for online DVD store
-- copyright Dell Inc. 2004
-- NEW_CUSTOMER

USE DS
IF EXISTS (SELECT name FROM sysobjects WHERE name =
"NEW_CUSTOMER' AND type = 'P")
DROP PROCEDURE NEW_CUSTOMER
GO

USE DS
GO

CREATE PROCEDURE NEW_CUSTOMER
(

@firstname_in VARCHAR(50),
@lastname_in VARCHAR(50),
@addressl_in VARCHAR(50),
@address2_in VARCHAR(50),
@city_in VARCHAR(50),
@state_in VARCHAR(50),
@zip_in INT,
@country_in VARCHAR(50),
@region_in TINYINT,
@email_in VARCHAR(50),
@phone_in VARCHAR(50),
@creditcard_in VARCHAR(50),
@creditcardexpiration_in VARCHAR(50),
@username_in VARCHAR(50),
@password_in VARCHAR(50),
@age_in TINYINT,
@income_in INT,
@gender_in VARCHAR(1)
)
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AS -- LOGIN
IF (SELECT COUNT(*) FROM CUSTOMERS WHERE

USERNAME=Rusername_in) = 0 USE DS
BEGIN I[F EXISTS (SELECT name FROM sysobjects WHERE
INSERT INTO CUSTOMERS name = 'LOGIN' AND type = 'P")
( DROP PROCEDURE LOGIN
FIRSTNAME, GO
LASTNAME,
ADDRESST, USE DS
ADDRESS2, GO
CITY,
STATE, CREATE PROCEDURE LOGIN
71P, (
COUNTRY, @username_in VARCHAR(50),
REGION, @password_in VARCHAR(50)
EMATL, )
PHONE,
CREDITCARD, AS
CREDITCARDEXPIRATION, DECLARE @customerid_out INT
USERNAME,
PASSWORD, SELECT @customerid_out=CUSTOMERID FROM
AGE, CUSTOMERS WHERE USERNAME=@username_in AND
INCOME, PASSWORD=@password_in
GENDER
) IF (@@ROWCOUNT > 0)
VALUES SELECT @customerid_out
( ELSE
@firstname_in, SELECT O
@lastname_in, GO
@addressl_in,
@address2_in, USE DS
@city_in, IF EXISTS (SELECT name FROM sysobjects WHERE
@state_in, name = 'BROWSE_BY_CATEGORY' AND type = 'P")
@zip_in, DROP PROCEDURE BROWSE_BY_CATEGORY
@country_in, GO
@region_in,
@email_in, USE DS
@phone_in, GO
@creditcard_in,
@creditcardexpiration_in, CREATE PROCEDURE BROWSE_BY_CATEGORY
@username_in, (
@password_in, @batch_size_in INT,
@age_in, @category_in INT
@income_in, )
@gender_in
) AS
SELECT @@IDENTITY SET ROWCOUNT @batch_size_in
END SELECT * FROM PRODUCTS WHERE CATEGORY=@category_in
ELSE SET ROWCOUNT 0
SELECT 0O GO
GO
USE DS

IF EXISTS (SELECT name FROM sysobjects WHERE
name = 'BROWSE_BY_ACTOR"' AND type = 'P")
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DROP PROCEDURE BROWSE_BY_ACTOR @netamount_in MONEY,

GO @taxamount_in MONEY,
@totalamount_in MONEY,
USE DS @prod_id_in0 INT = 0, @qty_in0 INT = 0,
GO @prod_id_inl INT = 0, @qty_inl INT = 0,
@prod_id_in2 INT =0, @qty_in2 INT = 0,
CREATE PROCEDURE BROWSE_BY_ACTOR @prod_id_in3 INT = 0, @qty_in3 INT = 0,
( @prod_id_in4 INT = 0, @qty_in4d INT = 0,
@batch_size_in INT, @prod_id_in5 INT = 0, @qty_inb INT = 0,
@actor_in VARCHAR(50) @prod_id_in6 INT = 0, @qty_in6 INT = 0,
) @prod_id_in7 INT = 0, @qty_in7 INT = 0,
@prod_id_in8 INT = 0, @qty_in8 INT = 0,
AS @prod_id_in9 INT = 0, @qty_in9 INT =0
)
SET ROWCOUNT @batch_size_in
SELECT * FROM PRODUCTS WHERE ACTOR=@actor_in AS
SET ROWCOUNT 0
GO DECLARE
@date_in DATETIME,
USE DS @neworderid INT,
IF EXISTS (SELECT name FROM sysobjects WHERE @item_id INT,
name = 'BROWSE_BY_TITLE' AND type = 'P') @prod_id INT,
DROP PROCEDURE BROWSE_BY_TITLE @qty INT
GO
SET DATEFORMAT ymd
USE DS
GO SET @date_in = GETDATE()

--SET @date_in = '2003/10/31"'
CREATE PROCEDURE BROWSE_BY_TITLE
(

@batch_size_in INT, -- CREATE NEW ENTRY IN ORDERS TABLE
@title_in VARCHAR(50) INSERT INTO ORDERS
) (
ORDERDATE,
AS CUSTOMERID,
NETAMOUNT,
SET ROWCOUNT @batch_size_in TAX,
SELECT * FROM PRODUCTS WHERE TITLE=@title_in TOTALAMOUNT
SET ROWCOUNT 0O )
GO VALUES
(
USE DS @date_in,
IF EXISTS (SELECT name FROM sysobjects WHERE @customerid_in,
name = 'PURCHASE' AND type = 'P") @netamount_in,
DROP PROCEDURE PURCHASE @taxamount_in,
GO @totalamount_in
)
USE DS
GO SET @neworderid = @@IDENTITY

CREATE PROCEDURE PURCHASE

( -- ADD LINE ITEMS TO ORDERLINES
@customerid_in INT,
@number_items INT, SET @item_id = 0
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DROP PROCEDURE ROLLUP_BY_CATEGORY_FULL

WHILE (@item_id < @number_items) GO
BEGIN
SELECT @prod_id = CASE @item_id USE DS
WHEN O THEN @prod_id_in0 GO
WHEN 1 THEN @prod_id_inl
WHEN 2 THEN @prod_id_in2 CREATE PROCEDURE ROLLUP_BY_CATEGORY_FULL
WHEN 3 THEN @prod_id_in3 (
WHEN 4 THEN @prod_id_in4 @category_in INT
WHEN 5 THEN @prod_id_inb )
WHEN 6 THEN @prod_id_in6
WHEN 7 THEN @prod_id_in7 AS
WHEN 8 THEN @prod_id_in8
WHEN 9 THEN @prod_id_in9 SET DATEFORMAT YMD
END
SELECT SUM(OL.QUANTITY * P.PRICE) FROM
SELECT @qty = CASE @item_id ORDERLINES 0L, PRODUCTS P WHERE
WHEN O THEN @qty_in0 OL.PROD_ID = P.PROD_ID AND
WHEN 1 THEN @qty_inl P.CATEGORY = @category_in AND
WHEN 2 THEN @qty_in2 '2003-06-01" <= OL.ORDERDATE AND
WHEN 3 THEN @qty_in3 '2003-07-01" > OL.ORDERDATE;
WHEN 4 THEN @qty_in4
WHEN 5 THEN @qty_inb SELECT SUM(OL.QUANTITY * P.PRICE) FROM
WHEN 6 THEN @qty_in6 ORDERLINES OL, PRODUCTS P WHERE
WHEN 7 THEN @qty_in7 OL.PROD_ID = P.PROD_ID AND
WHEN 8 THEN @qty_in8 P.CATEGORY = @category_in AND
WHEN 9 THEN @qty_in9 '2003-04-01" <= OL.ORDERDATE AND
END '2003-07-01" > OL.ORDERDATE;
INSERT INTO ORDERLINES SELECT SUM(OL.QUANTITY = P.PRICE) FROM
( ORDERLINES OL, PRODUCTS P WHERE
ORDERLINEID, OL.PROD_ID = P.PROD_ID AND
ORDERID, P.CATEGORY = @category_in AND
PROD_ID, '2003-07-01" > OL.ORDERDATE;
QUANTITY, GO
ORDERDATE
)
VALUES
(
@item_id,
@neworderid,
@prod_id,
@qty,
@date_in

)
SET @item_id = @item_id + 1
END

SELECT @neworderid
GO

USE DS
IF EXISTS (SELECT name FROM sysobjects WHERE

name = 'ROLLUP_BY_CATEGORY_FULL' AND type = 'P")
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Integrating Nagios and Ganglia with Dell OpenManage
Server Administrator in Linux-based Environments
By Dan Beres, Roger Goff, and Terry Schroeder

Primary logic of a plug-in that reports the
thermal status of a server

#!
cr
wa

fo

do

/bin/sh

iticalstate=
rningstate=""

r index in “omreport chassis temps|grep Index|awk '{
print $3 }°'

omreport chassis temps index=${index} -outa

/tmp/delltemps.$$

do
if

fi
if

el

temp="grep Reading /tmp/delltemps.$$|awk '{ print $3 )}
tempcomp="grep Reading /tmp/delltemps.$$|awk '{
$3 }'|sed s/[.1//°

print

warncomp="grep "Maximum Warning" /tmp/delltemps.$$|awk

"{ print $5 }'|sed s/[.1//°

critcomp="grep "Maximum Failure" /tmp/delltemps.$$|awk

"{ print $5 }'|sed s/[.1//°
probename="grep "Probe Name" /tmp/delltemps.$$|awk '{
print $4, $5, $6, $7, $8 }'
if (($tempcomp >= $critcomp)); then
probes[${index}J="echo "[] $probename ${temp}
Celsius-CRITICAL "°
criticalstate=1
else
then
probes[${index}]="echo "[] $probename ${temp}
Celsius-WARNING "*

warningstate=1

if (($tempcomp >= $warncomp));

else
probes[${index}]="echo "[] $probename ${temp}
Celsius-0K "
fi
fi
rm /tmp/delltemps.$$
ne
test "$1" = "-v" -0

"$1" = "--verbose"; then

echo ${probes[*]}

[ $criticalstate J; then
echo "Temperatures CRITICAL!!!:

exit 2

${probes[*]}"
if [ $warningstate J; then
echo "Temperatures Warning!:
exit 1

else

${probes[*1}"
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echo "Temperatures OK"
exit 0
fi

Linux” bash shell script to report server
thermal status: nagios_check_temps

#! /bin/sh

PATH=/bin:/sbin:/usr/bin:/usr/sbin:/usr/local/bin:/usr/

Tocal/sbin

PROGNAME="basename $0°
PROGPATH="echo $0 | sed -e 's,[\\/I["\\/J[M\\/1*$,,""
REVISION="echo '$Revision: 1.0 §'

$PROGPATH/utils.sh

print_usage() {

echo "Usage: $PROGNAME"

print_help() {
print_revision $PROGNAME $REVISION
echo ""
print_usage
echo ""
echo "This plugin checks Dell PowerEdge temperatures
using Dell's OpenManage."
echo ""
support

exit 0

"$1" din
--help)
print_help
exit 0

case

-h)
print_help
exit 0

--version)
print_revision $PROGNAME $REVISION

exit 0
-\V)

print_revision $PROGNAME $REVISION
exit 0
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*)
criticalstate=""
warningstate=""
for index in “omreport chassis temps|grep Index|awk
"{ print $3 }'°
do
omreport chassis temps index=${index} -outa
/tmp/delltemps.$$
temp="grep Reading /tmp/delltemps.$$|awk '{ print
$3 10
tempcomp="grep Reading /tmp/delltemps.$$|awk '{
print $3 }'|sed s/[.1//°
warncomp="grep "Maximum Warning" /tmp/delltemps.
$$|awk '{ print $5 }'|sed s/[.1//°
critcomp="grep "Maximum Failure" /tmp/delltemps.
$$awk "{ print $5 }'|sed s/[.1//°
probename="grep "Probe Name" /tmp/delltemps.$$|awk
"{ print $4, $5, $6, $7, $8 }'°
if (($tempcomp >= $critcomp)); then
probes[${index}]="echo "[] $probename ${temp}
Celsius-CRITICAL "°
criticalstate=1
else
if (($tempcomp >= $warncomp)); then
probes[${index}]="echo "[] $probename ${temp}
Celsius-WARNING "
warningstate=1
else
probes[${index}]="echo "[] $probename ${temp}
Celsius-0K "°
fi
fi
rm /tmp/delltemps.$$
done
if test "$1" = "-v" -0 "$1" = "--verbose"; then
echo ${probes[*]}
fi
if [ $criticalstate J; then
echo "Temperatures CRITICAL!!!: ${probes[*]}"
exit 2
elif [ $warningstate ]; then
echo "Temperatures Warning!: ${probes[*]}"
exit 1
else
echo "Temperatures OK"
exit 0
fi
esac
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Linux bash shell script to collect server
temperatures: ganglia_check_temps

#! /bin/sh

PATH=/bin:/sbin:/usr/bin:/usr/sbin:/usr/local/bin:/usr/

local/sbin

for index in “/usr/bin/omreport chassis temps|grep
Index|awk '{ print $3 }'°

do
/usr/bin/omreport chassis temps index=${index} -outa

/tmp/delltemps.$$

temp="grep Reading /tmp/delltemps.$$|awk '{ print $3
XE

probename="grep "Probe Name" /tmp/delltemps.$$|awk '{
print $4, $5, $6, $7, $8 }'°

rm /tmp/delltemps.$$

gmetric --name "Temperature Probe, ${probename}" --
value $temp --type float --units Celsius

done
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Remotely Managing UNIX and Linux Servers
Using the Dell RAC Serial/Telnet Console

By Aurelian Dumitru

Schematics for two adapters that can connect
a RAC to a Cisco® 2511 serial concentrator

RJ-45—female DB-9—female
1 blue 1 —— 1DCD
2 orange 2 —— 2RXD
3 black 3 —3TXD
4 red 4 —— 4DIR
5 green > 5 5 GND
6 VellowM 6 —— 6DSR
7 brown 17— 1RTS
8 white > 8 8 CTS
9 9RI
RJ45—to—DB-9 adapter for Cisco rollover patch cable
RJ-45—female DB-9—female
1 blue 11— 1DCD
2 orange 2 —— 2RXD
3 black 3 —3TXD
4 red 4 —— 4DIR
5 green > 5 5GND
6 yellow \ 6 —— 6DSR
7 brown 7 —— 7RIS
8 white 8§ ——— 8CTS
9 9RI

RJ45—to—DB-9 adapter for Cisco straight cable
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System Recovery Using Windows Server 2003
on Dell PowerEdge Servers
By Ranjith Purush, Neftali Reyes, and Edward Yardumian

4. At the prompt, insert an ASR floppy disk.

5. At the prompt, insert ASR backup media.

6. At the prompt, provide a destination folder such as c:\windows
Backing up and restoring system files or c:\winnt.
using ASR

Automated System Recovery (ASR) requires administrators to back up
system files periodically so that the server can be restored to the latest
available backup if a system failure occurs.

Performing an ASR backup

The ASR wizard guides administrators through the process of saving ASR

backups to removable media or network shares. This process requires

a blank floppy disk to store the hard disk configuration information.
Use the following steps to locate the ASR wizard on a Windows

Server 2003 system and create a backup:

1. Select Start > Programs > Accessories > System Tools, and
click “Backup.”

2. In the Backup dialog box, click “Advanced Mode,” and click
“Automated System Recovery Wizard.”

3. Follow the instructions on the wizard to create the ASR backup.

ASR stores information such as disk signatures, the partition table,
and volume data on the floppy disk. The ASR restore operation uses
the information on this floppy disk to reconfigure the system disks.
Performing an ASR restore
The ASR restore text-mode process relies on the Windows Server 2003
installation CD, along with the information stored on the ASR floppy
disk, to restore the system. The restore operation requires administra-
tors to provide the following:

 The floppy disk containing the most recent ASR backup (If the
ASR floppy disk has been corrupted, administrators can restore
the files from the backup media.)

» The Windows Server 2003 installation CD

* The most recent ASR backup media set (typically removable
media such as data tape cartridges)

Use the following steps to restore the system using ASR:

1. Insert the Windows Server 2003 installation CD and restart
the system.

2. At the “Press any key to boot” CD prompt, press any key.

3. At the “ASR” prompt, press F2.
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